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Introduction

Biological motivations

In many domains the processes of interest are dynamic (disease progression,
growth…) # Need to analyze response profiles

Yeast cell cycle dataset (Spellman et al., 1998; Lee et al., 2002)

Cell cycle gene expression data over two cell cycle periods along with binding
information of transcription factors (TFs) from ChIP-chip data
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Figure 1: Cell cycle gene expression profiles over two cell cycle periods

Marie Denis and Mahlet G. Tadesse Clustering with variable selection for longitudinal data. 3 / 27



Introduction

Biological motivations

Which cell cycle genes have similar
expression profiles? Do they
correspond to di�erent biological
functions?

Which TFs are associated to the
gene expression profiles? Which
stage of the cell process do they
influence?
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Figure 2: Gene expression profiles for two sub-groups of genes

Marie Denis and Mahlet G. Tadesse Clustering with variable selection for longitudinal data. 4 / 27



Introduction

Statistical motivations

Which cell cycle genes have
similar expression profiles?
Do they correspond to
di�erent biological functions?

To identify groups of genes with
similar longitudinal response
profiles

Which TFs are associated to
the gene expression profiles?
Which stage of the cell
process do they influence?

To identify subsets of TFs with
time varying e�ects associated to
each group of genes

# Statistical approach achieving both objectives simultaneously
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Introduction

Which statistical approaches ?

no outcome non-
longitudinal
outcome

longitudinal
outcome

Clustering without variable
selection

3 3 3

Clustering with variable se-
lection

3 3 7

Table 1: Existing approaches wrt the type of outcome

#A lack of (Bayesian) approaches
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Statistical model

The proposed approach

A Bayesian stochastic partitioning method, based on the work of Monni and
Tadesse (2009), which combines

1 mixture of mixed e�ects models for clustering taking into account temporal
dependence,

and

2 variable selection for identifying relevant covariates.
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Statistical model

The proposed approach

Data

n independent samples of T measures of an outcome and p covariates:
Y = (Y1, . . . ,Yn)′ with Yi = (Yi1, . . . , YiT ) for i = 1, . . . , n,

X = (X1, . . . , Xp) with Xj = (X1j , . . . , Xnj)′ for j = 1, . . . , p.

Y =


Y11 Y12 . . . Y1(T−1) Y1T
Y21 Y22 . . . Y2(T−1) Y2T
...

...
Yn1 Yn2 . . . Yn(T−1) YnT

 X =


X11 . . . X1(p−1) X1p
X21 . . . X2(p−1) X2p
... . . .

...
Xn1 . . . Xn(p−1) Xnp
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Statistical model

The proposed approach

Data

n independent samples with a repeated outcome and p covariates:
Y = (Y1, . . . ,Yn)′ with Yi = (Yi1, . . . , YiT ) for i = 1, . . . , n,

X = (X1, . . . , Xp) with Xj = (X1j , . . . , Xnj)′ for j = 1, . . . , p.

Objectives

To cluster individuals and to select their associated subsets of covariates with time
varying e�ects

Y =


Y11 Y12 . . . Y1(T−1) Y1T
Y21 Y22 . . . Y2(T−1) Y2T
...

...
Yn1 Yn2 . . . Yn(T−1) YnT

 X =


X11 . . . X1(p−1) X1p
X21 . . . X2(p−1) X2p
... . . .

...
Xn1 . . . Xn(p−1) Xnp


# Mixture of mixed e�ects models with an unknown number of

components
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Statistical model

Mixture of mixed e�ects models

Partitioning

Partition of variables into sets of pairs (XJ ,YI) with J ⊂ {1, . . . , p} and
I ⊂ {1, . . . , n} where a configuration S of length K is defined by:

S = S1 ⊕ · · · ⊕ SK = (XJ1 ,YI1)⊕ · · · ⊕ (XJK ,YIK ) = (|J1|, |I1|)⊕ · · · ⊕ (|JK |, |IK |)

Sk a component, 0 ≤ |Jk | ≤ p, 1 ≤ |Ik | ≤ n

∑K
k=1 |Ik | = n⇒ each individual is allocated to one and only one component,∑K
k=1 |JK | ≤ Kp⇒ predictors may be allocated to several components.

An example of configuration with two components S1 = (Y{1,2},X{1,3}) and
S2 = (Y3,X{1,2})

Y =

Y11 Y12 . . . Y1(T−1) Y1T
Y21 Y22 . . . Y2(T−1) Y2T
Y31 Y32 . . . Y3(T−1) Y3T

 X =

X11 X12 X13
X21 X22 X23
X31 X32 X33
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Statistical model

Mixture of mixed e�ects models

For Yl1 , . . . ,Ylnk ∈ Sk = (|Jk |, |Ik |) = (mk , nk)

Bayesian hierarchichal model

Yi|βk , σ
2
k , ρ ∼ NT (

mk∑
r=1

xisrβksr , σ
2
kΩ), i = l1, . . . , lnk ,

βksr = (β1
ksr , . . . , β

T
ksr )
′|τ 2k , σ2

k ∼ NT (0, σ2
kτ

2
k (D′D)−1), r = 1, . . . ,mk ,

τ 2k ∼ IG(a, b), σ2
k ∼ IG(σ2

0 , ν), ρ ∼ U(−1,1)

p((m1, n1)⊕ . . .⊕ ((mK , nK )) ∝
K∏

k=1

πmk

Temporal dependence taking into account via:

Ω: a T × T auto-regressive correlation matrix of order 1 with unknown parameter ρ,

D: a matrix representation of first order finite di�erence operator,

# Parameters βk and σ2
k are integrated out
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Statistical model

MCMC implementation

1 Update of configuration via a reversible jump Markov chain Monte Carlo:
1 Type 1: Add or delete covariate to/from a component

S1 = (Y{1,2}, X{1,3})⇒ S1 = (Y{1,2}, X{1,2,3})
S1 = (Y{1,2}, X{1,3})⇒ S1 = (Y{1,2}, X{3})

2 Type 2: Reallocate observations by choosing to split/merge components (m, n)
(with n > 0) or to reassign a single observation.
S1 = (Y{1,2}, X{1,3})⇒ S11 = (Y{1}, X{1}), S12 = (Y{2},X{1,3})
S11 = (Y{1,2},X{1,3}), S12 = (Y{3}, X{1,2})⇒ S1 = (Y{1,2,3}, X{1,2,3})
S1 = (Y{1,2}, X{1,3}),S2 = (Y{3}, X{1,2})⇒ S1 = (Y{1},X{1,3}),
S2 = (Y{3,2}, X{1,2})

2 Update of τ 2k for k = 1, . . . ,K via a Metropolis-Hasting algorithm,

3 Update of ρ via a Metropolis-Hasting algorithm.

Marie Denis and Mahlet G. Tadesse Clustering with variable selection for longitudinal data. 13 / 27



Statistical model

MCMC implementation

1 Update of configuration via a reversible jump Markov chain Monte Carlo:
1 Type 1: Add or delete covariate to/from a component
S1 = (Y{1,2}, X{1,3})⇒ S1 = (Y{1,2}, X{1,2,3})
S1 = (Y{1,2}, X{1,3})⇒ S1 = (Y{1,2}, X{3})

2 Type 2: Reallocate observations by choosing to split/merge components (m, n)
(with n > 0) or to reassign a single observation.
S1 = (Y{1,2}, X{1,3})⇒ S11 = (Y{1}, X{1}), S12 = (Y{2},X{1,3})
S11 = (Y{1,2},X{1,3}), S12 = (Y{3}, X{1,2})⇒ S1 = (Y{1,2,3}, X{1,2,3})
S1 = (Y{1,2}, X{1,3}),S2 = (Y{3}, X{1,2})⇒ S1 = (Y{1},X{1,3}),
S2 = (Y{3,2}, X{1,2})

2 Update of τ 2k for k = 1, . . . ,K via a Metropolis-Hasting algorithm,

3 Update of ρ via a Metropolis-Hasting algorithm.

Marie Denis and Mahlet G. Tadesse Clustering with variable selection for longitudinal data. 13 / 27



Statistical model

MCMC implementation

1 Update of configuration via a reversible jump Markov chain Monte Carlo:
1 Type 1: Add or delete covariate to/from a component
S1 = (Y{1,2}, X{1,3})⇒ S1 = (Y{1,2}, X{1,2,3})
S1 = (Y{1,2}, X{1,3})⇒ S1 = (Y{1,2}, X{3})

2 Type 2: Reallocate observations by choosing to split/merge components (m, n)
(with n > 0) or to reassign a single observation.

S1 = (Y{1,2}, X{1,3})⇒ S11 = (Y{1}, X{1}), S12 = (Y{2},X{1,3})
S11 = (Y{1,2},X{1,3}), S12 = (Y{3}, X{1,2})⇒ S1 = (Y{1,2,3}, X{1,2,3})
S1 = (Y{1,2}, X{1,3}),S2 = (Y{3}, X{1,2})⇒ S1 = (Y{1},X{1,3}),
S2 = (Y{3,2}, X{1,2})

2 Update of τ 2k for k = 1, . . . ,K via a Metropolis-Hasting algorithm,

3 Update of ρ via a Metropolis-Hasting algorithm.

Marie Denis and Mahlet G. Tadesse Clustering with variable selection for longitudinal data. 13 / 27



Statistical model

MCMC implementation

1 Update of configuration via a reversible jump Markov chain Monte Carlo:
1 Type 1: Add or delete covariate to/from a component
S1 = (Y{1,2}, X{1,3})⇒ S1 = (Y{1,2}, X{1,2,3})
S1 = (Y{1,2}, X{1,3})⇒ S1 = (Y{1,2}, X{3})

2 Type 2: Reallocate observations by choosing to split/merge components (m, n)
(with n > 0) or to reassign a single observation.
S1 = (Y{1,2}, X{1,3})⇒ S11 = (Y{1}, X{1}), S12 = (Y{2},X{1,3})
S11 = (Y{1,2},X{1,3}), S12 = (Y{3}, X{1,2})⇒ S1 = (Y{1,2,3}, X{1,2,3})
S1 = (Y{1,2}, X{1,3}),S2 = (Y{3}, X{1,2})⇒ S1 = (Y{1},X{1,3}),
S2 = (Y{3,2}, X{1,2})

2 Update of τ 2k for k = 1, . . . ,K via a Metropolis-Hasting algorithm,

3 Update of ρ via a Metropolis-Hasting algorithm.

Marie Denis and Mahlet G. Tadesse Clustering with variable selection for longitudinal data. 13 / 27



Statistical model

MCMC implementation

1 Update of configuration via a reversible jump Markov chain Monte Carlo:
1 Type 1: Add or delete covariate to/from a component
S1 = (Y{1,2}, X{1,3})⇒ S1 = (Y{1,2}, X{1,2,3})
S1 = (Y{1,2}, X{1,3})⇒ S1 = (Y{1,2}, X{3})

2 Type 2: Reallocate observations by choosing to split/merge components (m, n)
(with n > 0) or to reassign a single observation.
S1 = (Y{1,2}, X{1,3})⇒ S11 = (Y{1}, X{1}), S12 = (Y{2},X{1,3})
S11 = (Y{1,2},X{1,3}), S12 = (Y{3}, X{1,2})⇒ S1 = (Y{1,2,3}, X{1,2,3})
S1 = (Y{1,2}, X{1,3}),S2 = (Y{3}, X{1,2})⇒ S1 = (Y{1},X{1,3}),
S2 = (Y{3,2}, X{1,2})

2 Update of τ 2k for k = 1, . . . ,K via a Metropolis-Hasting algorithm,

3 Update of ρ via a Metropolis-Hasting algorithm.

Marie Denis and Mahlet G. Tadesse Clustering with variable selection for longitudinal data. 13 / 27



Statistical model

MCMC implementation

1 Update of configuration via a reversible jump Markov chain Monte Carlo:
1 Type 1: Add or delete covariate to/from a component
S1 = (Y{1,2}, X{1,3})⇒ S1 = (Y{1,2}, X{1,2,3})
S1 = (Y{1,2}, X{1,3})⇒ S1 = (Y{1,2}, X{3})

2 Type 2: Reallocate observations by choosing to split/merge components (m, n)
(with n > 0) or to reassign a single observation.
S1 = (Y{1,2}, X{1,3})⇒ S11 = (Y{1}, X{1}), S12 = (Y{2},X{1,3})
S11 = (Y{1,2},X{1,3}), S12 = (Y{3}, X{1,2})⇒ S1 = (Y{1,2,3}, X{1,2,3})
S1 = (Y{1,2}, X{1,3}),S2 = (Y{3}, X{1,2})⇒ S1 = (Y{1},X{1,3}),
S2 = (Y{3,2}, X{1,2})

2 Update of τ 2k for k = 1, . . . ,K via a Metropolis-Hasting algorithm,

3 Update of ρ via a Metropolis-Hasting algorithm.

Marie Denis and Mahlet G. Tadesse Clustering with variable selection for longitudinal data. 13 / 27



Statistical model

MCMC implementation

1 Update of configuration via a reversible jump Markov chain Monte Carlo:
1 Type 1: Add or delete covariate to/from a component
S1 = (Y{1,2}, X{1,3})⇒ S1 = (Y{1,2}, X{1,2,3})
S1 = (Y{1,2}, X{1,3})⇒ S1 = (Y{1,2}, X{3})

2 Type 2: Reallocate observations by choosing to split/merge components (m, n)
(with n > 0) or to reassign a single observation.
S1 = (Y{1,2}, X{1,3})⇒ S11 = (Y{1}, X{1}), S12 = (Y{2},X{1,3})
S11 = (Y{1,2},X{1,3}), S12 = (Y{3}, X{1,2})⇒ S1 = (Y{1,2,3}, X{1,2,3})
S1 = (Y{1,2}, X{1,3}),S2 = (Y{3}, X{1,2})⇒ S1 = (Y{1},X{1,3}),
S2 = (Y{3,2}, X{1,2})

2 Update of τ 2k for k = 1, . . . ,K via a Metropolis-Hasting algorithm,

3 Update of ρ via a Metropolis-Hasting algorithm.

Marie Denis and Mahlet G. Tadesse Clustering with variable selection for longitudinal data. 13 / 27



Simulation study

Outline

1 Introduction

2 Statistical model

3 Simulation study

4 Application to gene expression data

5 Conclusion

Marie Denis and Mahlet G. Tadesse Clustering with variable selection for longitudinal data. 14 / 27



Simulation study

Simulation study

Evaluate prediction and selection performances under di�erent simulation se�ings:

di�erent residual variances, σ2
k

di�erent number of covariates, p

di�erent number of time points, T

di�erent number of relevant predictors per cluster, mk

n = 75, p = 150
σ2
k = 0.1 σ2

k = 1
T = 10 T = 50 T = 10 T = 50

mk = 1 mk ∈ {1, ..., 5} mk ∈ {1, ..., 5} mk = 1 mk ∈ {1, ..., 5} mk ∈ {1, ..., 5}

n = 75, p = 1000, T = 10,mk ∈ {1, ..., 10}
σ2
k = 0.1 σ2

k = 1

Table 2: Summary of simulated scenarios
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Simulation study

Simulation study

No available approaches for simultaneously clustering longitudinal profiles and
selecting subsets of covariates associated to each cluster

no outcome non-longitudinal
outcome

longitudinal
outcome

Clustering without variable selection 3 3 3

Clustering with variable selection 3 3 (7)

Compare results with a two-step approach:

1 Step 1: Cluster individuals based on response profiles ignoring covariates
2 Step 2: Fit mixed e�ects model with variable selection within each cluster

Other two-step approach:
1 Step1: Fit mixed e�ects models with variables selection on all individual
2 Step2: Using selected covariates, cluster individual based on response profiles
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Simulation study

Results

Good performances in terms of selection and prediction:

#Successful inference for clustering and selection in most scenarios

A higher number of time points impacts slightly convergence
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Figure 3: Log posterior probability over iterations for simulations with T = 10 (in red) and
T = 50 (in blue).
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Simulation study

Results

A higher signal-to-noise ratio slows convergence (higher number of covariates
or/and higher residual variance)
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Figure 4: Log posterior probability over iterations for simulations with p = 150 (in blue) and
p = 1000 (in red).

A higher number of significant covariates per cluster helps uncover groups
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Simulation study

Comparison with two-step approach

Step 1: Clustering with the
longclust package (McNicholas

and Subedi, 2012):

# Di�iculty separating some clusters

Truth
1 2 3

Predicted

1 14 11 4
2 0 0 12
3 0 5 0
4 9 0 0
5 2 0 9
6 0 9 0

Table 3: Confusion matrix for
simulation with σk = 1.

Step 2: Variable selection in each identified cluster using the approach
developed by Heuclin et al. (2021) fails to identify the relevant variables
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Application to gene expression data

Biological context

Yeast Cell Cycle Dataset

Y: Expression levels of 542 cell cycle genes measured every 7 minutes during
119 minutes (18 time points) (Spellman et al., 1998),

X: Binding information from ChIP-chip data for 106 transcription factors (Lee

et al., 2002),

Objectives:

Identification of TFs involved in gene regulation during the cell cycle process

# Need to uncover groups of gene expression profiles

# Need to identify TFs associated to cell cycle gene profiles in each group
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Application to gene expression data

Results

Identification of 4 clusters of cell cycle genes enriched in di�erent biological
processes
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Figure 5: Gene expression profiles for each cluster
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Application to gene expression data

Results

Figure 6: Network of association between TFs (black squares) and genes (circles) focusing on
posterior probabilities > 0.5. Genes are colored according to their enrichment.
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Application to gene expression data

Results

Selection of 17 TFs: 7 of these are experimentally verified
Post-hoc estimation of time varying e�ects associated to the selected TFs:
identification of stages of the cell process that are influenced by TFs
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Figure 7: Varying coe�icients for transcription factor NDD1 in clusters 1 and 2.
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Conclusion

Conclusion

We proposed an innovative approach for clustering longitudinal data with variable
selection

Promising results
Robust to signal-to-noise ratio
Combination of clustering and selection helps successful recovery of clusters
Relevant biological results

Perspectives
Need to improve computational speed
P-spline modeling for longitudinal e�ects for large number of repeated measures
or high resolution outcome data
Extension to time varying covariates
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Conclusion

Thanks for your a�ention!

marie.denis@cirad.fr
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