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A B S T R A C T

Multivariate count distributions are crucial for the inference of ecological processes underpinning biodiversity.
In particular, neutral theory provides useful null distributions allowing the evaluation of adaptation or natural
selection. In this paper, we build a broader family of multivariate distributions: the Polya-splitting distributions.
We show that they emerge naturally as stationary distributions of a multivariate birth–death process. This
family of distributions is a consistent extension of non-zero sum neutral models based on a master equation
approach. It allows considering both total abundance of the community and relative abundances of species.
We emphasize that this family is large enough to encompass various dependence structures among species.
We also introduce the strong closure under addition property that can be useful to generate nested multi-
level dependence structures. Although all Pólya splitting distributions do not share this property, we provide
numerous example verifying it. They include the previously known example with independent species, and
also new ones with alternative dependence structures. Overall, we advocate that Polya-splitting distribution
should become a part of the classic toolbox for the analysis of multivariate count data in ecology, providing
alternative approaches to joint species distribution framework. Comparatively, our approach allows to model
dependencies between species at the observation level, while the classical JSDM’s model dependencies at the
latent process strata.
1. Introduction

Understanding the processes that shape the biodiversity of ecologi-
cal communities is a major question in the context of global changes.
A large fraction of empirical research about understanding metacom-
munities relies on pattern-to-process approaches, i.e. detecting the
signature of processes through a statistical analysis of the observed
distribution of species in space and time. The success of pattern-to-
process approaches relies on building an appropriate null hypothesis,
where some target process is nullified, and testing whether observations
deviate from it.

For 20 years, a family of neutral models, inspired from population
genetics, have been proposed as a baseline generating null hypotheses
to investigate the effect of species ecological niches. The neutrality
assumption consists in assuming that all individuals are ecologically
equivalent irrespective of their species, genotypes, etc. hence cancelling
any effect associated to ecological niches. One of the most famous
example of neutral model is the model introduced by Hubbell (2001).

∗ Corresponding author.
E-mail address: jean.peyhardi@umontpellier.fr (J. Peyhardi).

It is a zero-sum game: the total number of individuals in a com-
munity is assumed constant, and dead individuals are immediately
replaced by offspring of the remaining individuals with equal chance
to reproduce for any of them. Neutral model has challenged former
pattern-to-process approaches of ecological niches, which were based
on permutational approaches, by showing that neutrality itself could
generate non-random structure and thus should be filtered out of
patterns using specific models (Bell, 2005; Canard et al., 2012). More
precisely, it has been shown that this model yields a local distribution
of species abundances within communities that follows a Dirichlet-
multinomial distribution (Donnelly et al., 2001; Etienne and Alonso,
2005; Harris et al., 2017). In these studies, the Dirichlet-multinomial
distribution has sometimes been called a ‘dispersal-limited’ multinomial
distribution (Etienne and Alonso, 2005).

The Dirichlet-multinomial distribution has several practical interests
for pattern-to-process analyses of empirical communities. First, it satis-
fies useful property denoted weak closure under addition implying in
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particular that (i) if two species are lumped together, the multivariate
distribution of the resulting distribution is still a Dirichlet-multinomial
distribution with a natural adaptation of parameters (Laroche et al.,
2020); (ii) considering a subgroup of species, the distribution of species
abundances conditionally to the size of the subgroup is also Dirichlet-
multinomial, with a natural adaptation of parameters (Laroche et al.,
2015). These properties have been used to design several tests in
empirical ecological studies. Second, it is readily implemented as a
hierarchical process (Harris et al., 2017), hence facilitating the com-
putational aspects or the use of a Bayesian framework for inference
purposes.

Importantly, the Dirichlet-multinomial distribution is robust to re-
laxing the unrealistic zero-sum assumption, by modeling the stochastic
dynamics of species abundances within a community as a multivariate
jump process. Community size then becomes a random variable fluc-
tuating in time. Using this approach, Haegeman and Etienne (2008)
identified a class of neutral models for which decomposing species
abundances stationary distribution within a community into a sum
distribution (i.e. total number of individuals) and a conditional split
distribution (i.e. species labels of individuals) led to a split distribution
that is still a Dirichlet multinomial.

Although those results about Dirichlet-multinomial split have trig-
gered an important and fruitful area of empirical research, they still
represent a fraction of the possibilities offered by the neutral theory.
Most of the literature about detecting deviation from neutrality in
species abundance data has focused on the split distribution condi-
tionally to the total number of individuals, but to our knowledge only
few studies simultaneously discuss the sum and the split (i.e. the full
multivariate abundance distribution) as a tool to evaluate community
composition (Etienne et al., 2007). However this field has been mostly
abandoned in favor to other statistical frameworks based for instance
on the multivariate Poisson - lognormal distribution in the context of
the joint species distribution model (JSDM) (Aïtchison and Ho, 1989;
Warton et al., 2015; Ovaskainen and Abrego, 2020). In addition, studies
focusing on the split distribution have mostly focused on formulations
of the neutrality assumption and ancillary hypotheses that necessarily
lead to Dirichlet-multinomial distributions. If these assumptions are
relaxed or modified, we expect that new split distributions can be
obtained in models that still arguably remain neutral.

Our aim here is to show how relaxing some assumptions of neu-
tral models can generalize the sum-split decomposition with Dirichlet-
multinomial split to the more general Polya-splitting distributions fam-
ily. We show that our framework covers classical distributions but also
lead to new ones. Hence our work promotes a unified neutral-based
statistical framework able to tackle the full multivariate abundance
distribution of species, thus making an interesting mechanistic alterna-
tive to current phenomenological JSDMs framework. We also present a
new general property denoted the strong closure under addition. This
property allows in particular proposing approaches based on recursive
application of splitting distributions to generate communities mixing
dependent or independent species or group of species simultaneously

Section 2 describes the family of multivariate Pólya splitting distri-
butions. We specifically focus on nine examples of such distributions
sharing the property of strong closure under addition. Section 3 shows
that these distributions are stationary solutions of the master equation
under a specific parametric hypothesis on the ratio between birth
and death rates. Section 4 shows that this parametric assumption
corresponds to a mildly extended version of the neutral theory of
biodiversity where the immigration rate of a species can depend on its
local abundance following a relationship identical across all species.

2. Polya splitting distributions

The first subsection recall the definition of multivariate Pólya dis-
tributions as urn models with 𝑛 random drawing. Then, assuming that
𝑛 is a random number, the second subsection presents the larger family
2

a

of Pólya splitting distributions, introduced by Peyhardi and Fernique
(2017) and more generally studied by Peyhardi et al. (2021) and
Peyhardi (2023). Nine examples of Pólya splitting distributions with
remarkable properties are presented, which are repeatedly referred to
in the rest of the article.

2.1. Multivariate Pólya distributions

The Pólya urn model is generally presented in terms of 𝑛 random
drawings of balls from an urn, that initially contains 𝜃𝑗 ∈ N∗ balls of the
𝑗th color. One ball is drawn at random and then replaced with 𝑐 ∈ Z
additional balls of the same color. A negative value for 𝑐 means that
balls are removed from the urn. This procedure is repeated 𝑛 times
and focus is made on the count 𝑵 = (𝑁1,… , 𝑁𝐽 ) of drawn balls for
the 𝐽 ≥ 2 different colors. Let |𝑵| =

∑𝐽
𝑗=1𝑁𝑗 denotes the sum of the

vector 𝑵 and 𝛥𝑛 =
{

𝒏 ∈ N𝐽 ∶ |𝒏| = 𝑛
}

(resp. ▴𝑛 =
{

𝒏 ∈ N𝐽 ∶ |𝒏| ≤ 𝑛
}

)
the discrete simplex (resp. the discrete corner of the hypercube). The
multivariate count distribution for 𝑵 is known as the multivariate
Pólya distribution and will be denoted by  [𝑐]

𝛥𝑛
(𝜽). Its pmf is given by

𝑃
|𝑵|=𝑛 (𝑵 = 𝒏) =

𝐽
∏

𝑗=1

𝑛𝑗−1
∏

𝑘=0
𝑟[𝑐]𝜃𝑗 (𝑘𝑗 )

𝑛−1
∏

𝑘=0
𝑟[𝑐]
|𝜽|(𝑘)

,

where 𝑟[𝑐]𝜃 (𝑘) = 𝜃+𝑐𝑘
𝑘+1 1𝜃+𝑐𝑘≥0, 𝜽 = (𝜃1,… , 𝜃𝐽 ) ∈ 𝛩𝐽𝑐 . The indicator

unction ensures that 𝑟[𝑐]𝜃 (𝑘) ≥ 0 even if 𝑐 < 0. Let us define 𝑅[𝑐]
𝜃 (𝑛) =

𝑛−1
𝑘=0 𝑟

[𝑐]
𝜃 (𝑘), then the pmf becomes

|𝑵|=𝑛 (𝑵 = 𝒏) =

𝐽
∏

𝑗=1
𝑅[𝑐]
𝜃𝑗
(𝑛𝑗 )

𝑅[𝑐]
|𝜽|(𝑛)

.

The multivariate Pólya distribution turns out to be the multivariate
hyergeometric distribution when 𝑐 = −1, the multinomial distribution
when 𝑐 = 0 and the multivariate negative hyergeometric distribution
when 𝑐 = 1. Reasoning by equivalence on the pmf, it can be shown
that these three distributions are the representative elements of their
equivalence classes: { [𝑐]

𝛥𝑛
(𝜽) ∶ 𝑐 < 0}, { [𝑐]

𝛥𝑛
(𝜽) ∶ 𝑐 = 0} and { [𝑐]

𝛥𝑛
(𝜽) ∶

> 0}. Therefore, in the following, a focus will be made only on the
hree cases 𝑐 ∈ {−1, 0, 1}. Let us note that the pmf for the last two cases
an be extended for continuous values of 𝜃𝑗 ∈ R∗

+ for 𝑗 = 1,… , 𝐽 . The
ultivariate negative hyergeometric distribution is thereby extended

o the Dirichlet multinomial distribution. In summary, the three cases
∈ {−1, 0, 1} respectively correspond to the

• multivariate hypergeometric distribution, denoted by 𝛥𝑛 (𝜽) with
𝛩−1 = N∗ and 𝑅[−1]

𝜃 (𝑛) =
(𝜃
𝑛

)

,
• multinomial distribution, denoted by 𝛥𝑛 (𝝅) where 𝝅 = 𝜽∕|𝜽|,
𝛩0 = R∗

+ and 𝑅[0]
𝜃 (𝑛) = 𝜃𝑛,

• Dirichlet-multinomial distribution, denoted by 𝛥𝑛 (𝜽) where
𝛩1 = R∗

+ and 𝑅[1]
𝜃 (𝑛) =

(𝑛+𝜃−1
𝑛

)

,

he pmf of these three distributions are presented in Table A.2 of
ppendix A. The support is 𝛥𝑛 when 𝑐 = 0 or 𝑐 = 1 and is 𝛥𝑛 ∩■𝜽 when
= −1, i.e., the intersection between the simplex 𝛥𝑛 and the hyper-

ectangle ■𝜽 = {𝒏 ∈ N𝐽 ∶ 𝑛1 ≤ 𝜃1,… , 𝑛𝐽 ≤ 𝜃𝐽 }. It should be noted
hat some authors refers to the Dirichlet multinomial distribution as the
ultivariate Pólya distribution. All along the paper, the multivariate
ólya distribution will refer to the general case that encompasses the
hree cases 𝑐 ∈ {−1, 0, 1}.

.2. Specific Pólya splitting distributions with remarkable properties

Pólya distributions cannot be considered as a sensu stricto multivari-

te distribution. Indeed, the sum of the random vector 𝑵 is fixed and
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only 𝐽 −1 elements over 𝐽 are free. This kind of distribution, supported
n 𝛥𝑛, is said to be singular. It is possible to define a non-singular
ersion, supported on ▴𝑛. The vector 𝑵 is said to follow a non-singular

Pólya distribution, denoted by  [𝑐]
▴𝑛
(𝜽, 𝛾) with additional parameter 𝛾 ∈

𝛩𝑐 , if the completed vector (𝑵 , 𝑚 − |𝑵|) follows the singular version
 [𝑐]
𝛥𝑛
(𝜽, 𝛾). However, the support of this extension remains bounded (see

Table A.2 of Appendix A for details about the non-singular version of
Pólya distributions).

Another way to relax the fixed sum assumption, is considering the
sum |𝑵| as a random variable. The sum |𝑵| then follows an univariate
count distribution (𝜓) and the vector 𝑵 = (𝑁1,… , 𝑁𝐽 ) given the
sum |𝑵| = 𝑛 follows a multivariate Pólya distribution  [𝑐]

𝛥𝑛
(𝜃1,… , 𝜃𝐽 ).

We thus obtain a Polya splitting distribution, that can be viewed as a
compound distribution denoted as follows:

𝑵 ∼  [𝑐]
𝛥𝑛
(𝜽) ∧

𝑛
(𝜓),

where 𝜓 is an univariate or multivariate set of unknown parame-
ters (e.g. univariate for the Poisson distribution and bivariate for the
negative binomial distribution). To be more explicit the pmf of the
Pólya splitting distribution is given by 𝑃 (𝑵 = 𝒏) = 𝑃

|𝑵|=|𝒏|(𝑵 =
𝒏)𝑃 (|𝑵| = |𝒏|). According to (𝜓), several multivariate distributions
can be defined sharing interesting properties.

The weak closure under addition The weak closure under addition is the
stability under convolution of 𝑅[𝑐]

𝜃 : for all 𝜃, 𝜃′ ∈ 𝛩𝑐

𝑅[𝑐]
𝜃 ∗ 𝑅[𝑐]

𝜃′ = 𝑅[𝑐]
𝜃+𝜃′ , (1)

where ∗ denotes the discrete convolution. This identity plays a central
role among the family of Polya splitting distributions and corresponds
to the Vandermonde’s identity, the Newton’s binomial theorem and the
Hagen-Rothe’s identity when 𝑐 = −1, 0 and 1 respectively. It could be
shown that Eq. (1) implies the stability of the multivariate distribution
under marginalization; see Theorem 1 of Peyhardi et al. (2021) for
details. Let focus on two such stability properties.

(i) if two species are lumped together, the multivariate distribution
of the resulting distribution is still a Pólya splitting distribution
with a natural adaptation of parameters (Laroche et al., 2020),
i.e., we have

(𝑁1 +𝑁2, 𝑁3,… , 𝑁𝐽 ) ∼  [𝑐]
𝛥𝑛
(𝜃1 + 𝜃2, 𝜃3,… , 𝜃𝐽 ) ∧𝑛 (𝜓),

(ii) considering a subgroup of species, the distribution of species
abundances conditionally to the size of the subgroup is also
Pólya distribution with a natural adaptation of parameters
(Laroche et al., 2015), i.e., we have

(𝑁1, 𝑁2, 𝑁3)|𝑁1 +𝑁2 +𝑁3 = 𝑛 ∼  [𝑐]
𝛥𝑛
(𝜃1, 𝜃2, 𝜃3).

It should be noted that all Pólya splitting distributions share this
property, i.e., it holds for any sum distribution (𝜓).

The strong closure under addition A Pólya splitting distribution is said
to be strongly closed under addition if the sum distribution and all
the marginal distributions belong to the same family of parametric
distributions, i.e., if we have

∀𝑗 ∈ {1,… , 𝐽} ∃𝜓𝑗 ∶ 𝑁𝑗 ∼ (𝜓𝑗 ).

While weak property is share by all Pólya splitting distributions, strong
property holds for only specific sum distribution see Peyhardi (2023)
for details about this closure property. In the following, we propose
nine sum distributions verifying strong closure property. The first three
distributions naturally extend singular Pólya distributions to their non-
singular version. The three others leads to independence splitting dis-
tributions. Finally, the three last distributions allows the generalization
of classical univariate count processes to their multivariate version.
3

a

Canonical cases
In the canonical case, the sum distribution is defined as the univari-

ate version of the non-singular Pólya distribution  [𝑐]
▴𝑚

(𝜽, 𝛾). The sum
distribution is then denoted by  [𝑐]

𝑚 (𝜃, 𝛾); see Table A.1 for details about
its pmf and support. Theorem 4 of Peyhardi et al. (2021) showed that
we have the following distribution identity

 [𝑐]
𝛥𝑛
(𝜽) ∧

𝑛
 [𝑐]
𝑚 (|𝜽|, 𝛾) =  [𝑐]

▴𝑚
(𝜽, 𝛾).

See Table 1 to write this identity in the three cases 𝑐 ∈ {−1, 0, 1}. It
ould be shown that marginals belongs to the same family of distribu-
ion, more precisely 𝑁𝑗 ∼  [𝑐]

𝑚 (𝜃𝑗 , |𝜽−𝑗 | + 𝛾) (the strong closure under
ddition holds). The non-singular version has the advantage that its
upport ▴𝑛 has a dimension equal to 𝐽 (whereas the support of the
ingular version 𝛥𝑛 has a dimension equal to 𝐽 − 1). Therefore the

variables 𝑁1,… , 𝑁𝐽 are free (not related by linear function) even
f they are not independent. The graphical model of independence of
uch a distribution is complete (Peyhardi, 2023). In summary for the
anonical case, the variables are free and not independent but the
upport is bounded.

ndependence cases
There exists a sum distribution ∗ such that all the variables

1,… , 𝑁𝐽 are mutually independent. Moreover, all the margins belong
o the same family ∗, i.e. the strong closure under addition holds. It
ould be shown that the pmf of this distribution is

(|𝑵| = 𝑛) =
𝑅[𝑐]
|𝜽|(𝑛)𝛼

𝑛

∑∞
𝑚=0 𝑅

[𝑐]
|𝜽|(𝑚)𝛼

𝑚
, (2)

for some 𝛼 > 0 and the marginals are given by

(𝑁𝑗 = 𝑛) =
𝑅[𝑐]
𝜃𝑗
(𝑛)𝛼𝑛

∑∞
𝑚=0 𝑅

[𝑐]
𝜃𝑗
(𝑚)𝛼𝑚

. (3)

The distribution ∗ belongs to the family of power series distributions.
It turns out to be the binomial distribution (𝑐 = −1), the Poisson
distribution (𝑐 = 0) and the negative binomial distribution (𝑐 = 1)
espectively; see Table 1 for details.

ependent non-canonical cases
The last line of Table 1 presents three Pólya splitting distributions

hat share the strong closure under addition without independence as-
umption and different of the canonical case (demonstrations are given
n Appendix B). Those distributions are obtained from the independent
ase assuming the parameter 𝛼 (see Eq. (2)) is a random variable. For
nstance when 𝑐 = −1, the sum distribution is a binomial distribution
ompound by a beta distribution, i.e., a beta binomial distribution.
ccording to (3), it is easily seen that marginals also follow beta bino-
ial distributions. This particular distribution can be viewed as a new
ultivariate extension of the beta binomial distribution different from

he more usual Dirichlet multinomial (non singular version). It is sup-
orted on the hyper-rectangle ■𝜽. For 𝑐 = 0, the Poisson distribution
s compound by a gamma distribution to obtain a negative binomial
istribution. The corresponding Pólya splitting distribution turns out
o be the natural multivariate extension, i.e., the negative multinomial
istribution. Finally, for 𝑐 = 1, the negative binomial is compound
y a beta distribution to obtain a negative beta binomial distribution,
lso known as the univariate generalized Waring distribution (Irwin,
968). The corresponding Pólya splitting distribution turns out to be its
atural multivariate extension, known as the multivariate generalized
aring distribution (MGWD) (Xekalaki, 1986). This dependent and

on-canonical case has been recently formalized by Peyhardi (2023)

s the inverse Pólya distribution.
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Table 1
Nine Pólya splitting distributions that share the strong closure under addition. The notation 𝑵 ∼

⨂𝐽
𝑗=1 𝑗 means that each 𝑁𝑗 follows the

distribution 𝑗 independently of all other 𝑗′ ≠ 𝑗.

Hypergeometric Multinomial Dirichlet multinomial
splitting distributions splitting distributions splitting distributions
𝑐 = −1 𝑐 = 0 𝑐 = 1

Canonical 𝛥𝑛 (𝜽) ∧𝑛 𝑚(|𝜽|, 𝛾) 𝛥𝑛 (𝝅) ∧𝑛 𝑚(𝑝) 𝛥𝑛 (𝜽) ∧𝑛 𝛽𝑚(|𝜽|, 𝛾)
cases = = =

▴𝑚
(𝜽, 𝛾) ▴𝑚

(𝑝 ⋅ 𝝅) ▴𝑚
(𝜽, 𝛾)

𝜽 ∈ N∗𝐽 , 𝛾 ∈ N∗, 𝑚 ∈ N∗, 𝑚 ≤ |𝜽| + 𝛾 𝝅 ∈ 𝛥, 𝑚 ∈ N∗ 𝜽 ∈ R∗𝐽
+ , 𝛾 ∈ R∗

+, 𝑚 ∈ N∗

(support = (▴𝑚 ⧵ ▴𝑚−𝛾 ) ∩■𝜽) (support = ▴𝑚) (support = ▴𝑚)

Independent 𝛥𝑛 (𝜽) ∧𝑛 |𝜽|(𝑝) 𝛥𝑛 (𝝅) ∧𝑛 (𝜆) 𝛥𝑛 (𝜽) ∧𝑛 (|𝜽|, 𝑝)
cases = = =

𝐽
⨂

𝑗=1
𝜃𝑗 (𝑝)

𝐽
⨂

𝑗=1
(𝜋𝑗𝜆)

𝐽
⨂

𝑗=1
(𝜃𝑗 , 𝑝)

𝜽 ∈ N∗𝐽 , 𝑝 ∈ (0, 1) 𝝅 ∈ 𝛥, 𝜆 ∈ R∗
+ 𝜽 ∈ R∗𝐽

+ , 𝑝 ∈ (0, 1)
(support = ■𝜽) (support = N𝐽 ) (support = N𝐽 )

Dependent 𝛥𝑛 (𝜽) ∧𝑛 𝛽|𝜽|(𝑎, 𝑏) 𝛥𝑛 (𝝅) ∧𝑛 (𝑎, 𝑝) 𝛥𝑛 (𝜽) ∧𝑛 𝛽(|𝜽|, 𝑎, 𝑏)
non-canonical = = =
cases 𝛽■𝜽

(𝑎, 𝑏) (𝑎, 𝑝 ⋅ 𝝅) MGWD(𝑏,𝜽, 𝑎)
𝜽 ∈ N∗𝐽 , 𝑎 ∈ R∗

+, 𝑏 ∈ R∗
+ 𝝅 ∈ 𝛥, 𝑎 ∈ R∗

+, 𝑏 ∈ R∗
+ 𝜽 ∈ R∗𝐽

+ , 𝑎 ∈ R∗
+, 𝑏 ∈ R∗

+
(support = ■𝜽) (support = N𝐽 ) (support = N𝐽 )
…
f
o
i
I
𝑝

T

w
t
z
a
i
d
s

T
𝒏

𝑝

S
t

𝑝

w
t
a
m

N
d
𝑞
e
b

3. Stationary distributions of multivariate birth–death processes

We show that the class of Pólya splitting distributions introduced
in former section exactly corresponds to the stationary distributions of
multivariate birth–death processes under specific parametric assump-
tions on jumping rates. We further provide more precise conditions
on rates that lead to the nine Pólya splitting distributions previously
described (see Table 1). Let us start with the univariate case (𝐽 = 1)
to recall classical results that will be useful to explicitly describe the
stationary distribution of the sum in the multivariate case (𝐽 ≥ 2).

3.1. The univariate case

Let 𝑁(𝑡) denote an univariate birth/death process with 𝑞+(𝑛) (resp.
𝑞−(𝑛)) denoting the birth rate (resp. death rate) for a population of size
𝑛. Let 𝑝𝑛 = 𝑃 (𝑁 = 𝑛) denote the pmf of the stationary distribution. It
can be shown, by induction on 𝑛, that solutions of the master equation
at stationary state are solutions of the detailed balance equation:

𝑞−(𝑛 + 1)𝑝𝑛+1 = 𝑞+(𝑛)𝑝𝑛

Remark that for every count distribution (𝑝𝑛)𝑛∈N, it is possible to find
two sequences of birth and death rates such that the detailed balance
holds. Moreover, assuming that the death rate is positive, i.e., 𝑞−(𝑛) > 0
for all 𝑛 ≥ 1, then the detailed balance becomes

𝑝𝑛+1 = 𝑝𝑛𝑞(𝑛),

where 𝑞(𝑛) = 𝑞+(𝑛)∕𝑞−(𝑛 + 1). The support of such a distribution is
necessary of the connected form {0,… , 𝑚} with 𝑚 ∈ N ∪ {∞} and we
have:

𝑝𝑛 =
𝑄𝑛

∑

𝑘≥0𝑄𝑘
,

here 𝑄𝑛 =
∏𝑛−1

𝑘=0 𝑞(𝑘) for 𝑛 ≥ 1 and 𝑄0 = 1. Specific stationary
distribution are obtain according to specific parametric assumption on
𝑞(𝑛). For instance if 𝑞(𝑛) = 1

𝑛+1𝛼 for some 𝛼 ∈ R∗
+ then the stationary

distribution is a Poisson distribution with parameter 𝛼. See Appendix C
for several examples of parametric assumption on 𝑞(𝑛) that lead to usual
univariate distributions (e.g. binomial, negative binomial).
4

𝒏

3.2. The multivariate case

Here we now describe the multivariate jump process 𝑵(𝑡) = {𝑁1(𝑡),
, 𝑁𝐽 (𝑡)} depicting species abundances within a community. We then

ocus on sufficient conditions on jumping rates to ensure the existence
f a stationary distribution with detailed balance. In this specific case, it
s straightforward to derive a closed form of the stationary distribution.
n the following let 𝑝𝒏(𝑡) = 𝑃 {𝑵(𝑡) = 𝒏} denote the pmf at time 𝑡 and
𝒏 = 𝑃 (𝑵 = 𝒏) denote the pmf at stationary state.

he master equation

𝜕𝑝𝒏(𝑡)
𝜕𝑡

=
𝐽
∑

𝑗=1
𝑝𝒏−𝒆𝑗 (𝑡)𝑞

−
𝑗 (𝒏−𝒆𝑗 )+𝑝𝒏+𝒆𝑗 (𝑡)𝑞

+
𝑗 (𝒏+𝒆𝑗 )−𝑝𝒏+𝒆𝑗 (𝑡){𝑞

−
𝑗 (𝒏)+𝑞

+
𝑗 (𝒏)}

(4)

here 𝑞−𝑗 (𝒏) (resp. 𝑞+𝑗 (𝒏)) denotes the jumping rate from 𝒏 to 𝒏−𝒆𝑗 (resp.
o 𝒏+𝒆𝑗) and 𝒆𝒊 is a vector of size 𝐽 where the elements are all equal to
ero except the 𝑖th equal to one. It is usual to assume that 𝑞−𝑗 (𝒏) > 0 for
ll 𝒏 ∈ N𝐽 such that 𝑛𝑗 > 0 (i.e., any individual is mortal). Moreover
t is assumed that 𝑞+𝑗 (𝟎) > 0 for all 𝑗 = 1,… , 𝐽 (where 𝟎 = (0,… , 0)
enotes the null vector) in order to avoid the case of non observed
pecies (i.e., 𝑃 (𝑁𝑗 = 0) = 1).

he detailed balance equation is given, for all 𝑗 ∈ {1,… , 𝐽} and all
∈ N𝐽 , by

𝒏+𝒆𝒋 𝑞
−
𝑗 (𝒏 + 𝒆𝒋) = 𝑝𝒏 𝑞

+
𝑗 (𝒏). (5)

ince it is assumed that 𝑞−𝑗 (𝒏) > 0 for all 𝒏 ∈ N𝐽 such that 𝑛𝑗 > 0 then
he detailed balance becomes

𝒏+𝒆𝒋 = 𝑝𝒏 𝑞𝑗 (𝒏) (6)

here 𝑞𝑗 (𝒏) = 𝑞+𝑗 (𝒏)∕𝑞
−
𝑗 (𝒏 + 𝒆𝒋). The idea is then to recursively use

he equality (6) in order to express 𝑝𝒏 according to 𝑝𝟎 and thus derive
closed analytical formula for the stationary distribution pmf of the
ultivariate jump process.

ecessary and sufficient conditions for detailed balance Note that the
etailed balance holds if and only if the product of the quantities
𝑗 along every increasing path between 𝟎 and 𝒏 is the same. This is
quivalent to assume that this product is constant along every path
etween 𝒏 and 𝒏 + 𝒆𝒊 + 𝒆𝒋 with 𝑖 ≠ 𝑗. There are only two such path:
→ 𝒏 + 𝒆 → 𝒏 + 𝒆 + 𝒆 and 𝒏 ⤏ 𝒏 + 𝒆 ⤏ 𝒏 + 𝒆 + 𝒆 . For the first
𝒊 𝒊 𝒋 𝒋 𝒋 𝒊
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path the detailed balance equation gives 𝑝𝒏+𝒆𝒊+𝒆𝒋 = 𝑝𝒏 𝑞𝑖(𝒏) 𝑞𝑗 (𝒏 + 𝒆𝒊).
For the second path the detailed balance equation gives 𝑝𝒏+𝒆𝒊+𝒆𝒋 =
𝑝𝒏 𝑞𝑗 (𝒏) 𝑞𝑖(𝒏 + 𝒆𝒋). Therefore a necessary and sufficient condition to
the existence of a solution is the equality

𝑞𝑖(𝒏) 𝑞𝑗 (𝒏 + 𝒆𝒊) = 𝑞𝑗 (𝒏) 𝑞𝑖(𝒏 + 𝒆𝒋), (7)

for all 𝑖 ≠ 𝑗 ∈ {1,… , 𝐽} and all 𝒏 ∈ N𝐽 such that 𝑝𝒏 ≠ 0. Eq. (7)
corresponds to the Kolmogorov’s criterion in the case of a multivari-
ate birth–death process with positive death rates. This criterion is a
necessary and sufficient condition for the reversibility of the process.

Parametric assumption on birth and death rates Assume that there exists
some parameters 𝑐 ∈ {−1, 0, 1} and 𝜽 = (𝜃1,… , 𝜃𝐽 ) ∈ 𝛩𝐽𝑐 and two non-
negative functions 𝑠+ and 𝑠− such that the birth and death rates have
the following form

𝑞+𝑗 (𝒏) = 𝑠+(|𝒏|)(𝜃𝑗 + 𝑐𝑛𝑗 )1𝜃𝑗+𝑐𝑛𝑗≥0,
𝑞−𝑗 (𝒏) = 𝑠−(|𝒏|)𝑛𝑗 .

(8)

The birth-death rate thus becomes

𝑞𝑗 (𝒏) = 𝑠(|𝒏|) 𝑟[𝑐]𝜃𝑗 (𝑛𝑗 ). (9)

where 𝑠(𝑛) = 𝑠+(𝑛)
𝑠−(𝑛+1) for all 𝑛 ∈ N and 𝑟[𝑐]𝜃 (𝑛) = 𝜃+𝑐𝑛

𝑛+1 1𝜃+𝑐𝑛≥0. It is easily
seen that this parametric assumption (9) respects the Kolmogorov’s
criterion (7) and thus the detailed balance Eq. (5). In order to obtain
a well defined stationary distribution we add the following assumption
on 𝑠(𝑛):

∑

𝑛≥0
𝑅[𝑐]
|𝜽|(𝑛)

𝑛−1
∏

𝑘=0
𝑠(𝑘) <∞. (10)

heorem 1. Assume that the hypothesis (9) and (10) hold then

• the stationary distribution for 𝑵 = (𝑁1,… , 𝑁𝐽 ) is the Polya splitting
distribution  [𝑐]

𝛥𝑛
(𝜽) ∧

𝑛


•  is the stationary distribution of a univariate process with birth/death
ratio equal to 𝑞(𝑛) = 𝑠(𝑛)𝑟[𝑐]

|𝜽|(𝑛) (its support is necessary of the form
{0,… , 𝑚} where 𝑚 ∈ N ∪ {∞}).

Proof. Under assumption (9), using recursively (6), we obtain the pmf
of the stationary distribution as follows:

𝑝𝒏 = 𝑝𝟎
|𝒏|−1
∏

𝑚=0
𝑠(𝑚)

𝐽
∏

𝑗=1

𝑛𝑗−1
∏

𝑘=0
𝑟[𝑐]𝜃𝑗 (𝑘).

Using notations of Section 2 we obtain

𝑝𝒏 = 𝑝𝟎
|𝒏|−1
∏

𝑚=0
𝑠(𝑚)

𝐽
∏

𝑗=1
𝑅[𝑐]
𝜃𝑗
(𝑛𝑗 ).

Since the pmf is written as a recurrent product, it can be remarked
that the support of the stationary distribution is exactly the connexe
▴𝑚 when 𝑐 = 0 or 𝑐 = 1 and the connexe ▴𝑚 ∩■𝜽 when 𝑐 = −1, where
𝑚 is the smaller integer such that 𝑠(𝑚) = 0. Note that if 𝑚 = +∞ then
the support becomes N𝐽 when 𝑐 = 0 or 𝑐 = 1 and ■𝜽 when 𝑐 = −1.
Otherwise, We know that the probability of 𝒏 can be conditioned by
the sum as follows:

𝑝𝒏 = 𝑃 (|𝑵| = |𝒏|) 𝑃
|𝑵|=|𝒏|(𝑵 = 𝒏).

By identifiability between the two previous equalities (on the support)
we obtain the sum distribution and the split distribution (repartition
into components given the sum). More precisely we have

𝑃
|𝑵|=𝑛(𝑵 = 𝒏) =

∏𝐽
𝑗=1 𝑅

[𝑐]
𝜃𝑗
(𝑛𝑗 )

𝐶(𝑛)
,

for all 𝑛 ∈ N, where 𝐶(𝑛) is the normalizing constant

𝐶(𝑛) =
∑

𝐽
∏

𝑅[𝑐]
𝜃𝑗
(𝑛𝑗 ),
5

𝒏∈𝛥𝑛 𝑗=1
c

and

𝑃 (|𝑵| = 𝑛) =
𝐶(𝑛)

∏𝑛−1
𝑘=0 𝑠(𝑘)

∑

𝑚≥0 𝐶(𝑚)
∏𝑚−1

𝑘=0 𝑠(𝑘)
.

ote that 𝐶(𝑛) is positive since the identification is made on the
upport. Now remark that 𝐶(𝑛) turns out to be the convolution 𝐶 =
[𝑐]
𝜃1

∗ ⋯ ∗ 𝑅[𝑐]
𝜃𝐽

. According to the Newton’s binomial theorem, for
= 0, (respectively the Vandermonde’s identity for 𝑐 = −1 and the
agen-Rothe identity for 𝑐 = 1) we have
[𝑐]
𝜃1

∗ ⋯ ∗ 𝑅[𝑐]
𝜃𝐽

= 𝑅[𝑐]
|𝜽|,

nd thus the pmf of 𝑵 given the sum |𝑵| = 𝑛 is

|𝑵|=𝑛(𝑵 = 𝒏) =

∏𝐽
𝑗=1 𝑅

[𝑐]
𝜃𝑗
(𝑛𝑗 )

𝑅[𝑐]
|𝜽|(𝑛)

,

i.e., given |𝑵| = 𝑛 we have 𝑵 ∼  [𝑐]
𝛥𝑛
(𝜽) (multivariate Polya distribu-

tion). The sum distribution is now given by

𝑃 (|𝑵| = 𝑛) =
𝑅[𝑐]
|𝜽|(𝑛)

∏𝑛−1
𝑘=0 𝑠(𝑘)

∑

𝑚≥0 𝑅
[𝑐]
|𝜽|(𝑚)

∏𝑚−1
𝑘=0 𝑠(𝑘)

. (11)

This is a proper distribution according to assumption (10). Moreover,
by definition we have 𝑅[𝑐]

|𝜽|(𝑛) =
∏𝑛−1

𝑘=0 𝑟
[𝑐]
|𝜽|(𝑘) (with convention 𝑅[𝑐]

|𝜽|(0) =
1) and so the sum distribution can be viewed as the stationary dis-
tribution of an univariate process whose the ratio of birth/death is
𝑞(𝑛) = 𝑠(𝑛)𝑟

|𝜽|(𝑛).

Parametric hypothesis on 𝑠(𝑛)
For any univariate count distribution  with a support of the form

{0,… , 𝑚} where 𝑚 ∈ N ∪ {∞}, there exists a birth/death rate 𝑞(𝑛)
(and thus a function 𝑠(𝑛)) such that the corresponding birth–death
process converges toward the stationary distribution . Therefore, for
any Pólya splitting distribution  [𝑐]

𝛥𝑛
(𝜽) ∧

𝑛
 (with a sum support of the

form {0,… , 𝑚} where 𝑚 ∈ N ∪ {∞}) we are able to write the birth and
death rates (through 𝑟𝜃(𝑛) and 𝑠(𝑛)) such that the multivariate jump
process converges toward the stationary distribution  [𝑐]

𝛥𝑛
(𝜽) ∧

𝑛
. Let

us illustrate this fact with nine parametric assumptions on 𝑠(𝑛) that
lead to the nine Pólya splitting distributions of Table 1. According to
Theorem 1 the sum is a univariate birth–death process driven by the
birth/death rate 𝑞(𝑛) = 𝑠(𝑛)𝑟[𝑐]

|𝜽|(𝑛). Appendix C details the parametric
form for 𝑞(𝑛) that leads to specific univariate distributions (binomial,
Poisson, etc . . . ). By identification it is possible to find the parametric
form of 𝑠(𝑛) in each case 𝑐 ∈ {−1, 0, 1} and deduce the sum distribution
as compiled in Table 2. It is also possible to find the parametric form
of 𝑠(𝑛) in a general way, i.e., for any 𝑐 ∈ {−1, 0, 1}; see Appendix D for
details about the canonical cases.

Setting apart the canonical case with 𝑐 = 1 and 𝛾 < 1, which will
e discussed later, we observe clear qualitative differences among the
ine examples. Each case corresponds to a particular variation profile of
(𝑛). The function 𝑠 decreases in the canonical case, is constant in the
ndependent case and increases in the dependent non-canonical case
see Appendix F for details). Moreover, as 𝑐 increases in {−1, 0, 1}, the
onvexity of 𝑠(𝑛) shows consistent changes which do not depend on the
onsidered case. When 𝑐 = −1, 𝑠(𝑛) is convex, when 𝑐 = 0, 𝑠(𝑛) is linear
nd, when 𝑐 = 1, 𝑠(𝑛) is concave.

The exception to above pattern is the canonical case with 𝑐 = 1
hen 𝛾 < 1. In this case, 𝑠(𝑛) is increasing and convex, thus resembling

he dependent non-canonical case with 𝑐 = −1. This exception is ob-
ained when the sum follows the beta binomial distribution 𝛽𝑚(|𝜽|, 𝛾)
ith 𝛾 < 1 inducing a peak at 𝑛 = 𝑚, hence promoting saturation of
ommunity size at 𝑚.
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Table 2
Parametric hypothesis on 𝑠(𝑛) that lead to the nine Pólya splitting distributions of Table 1.

𝑐 = −1 𝑐 = 0 𝑐 = 1

Canonical 𝑠(𝑛) = 𝑚 − 𝑛
𝛾 − 𝑚 + 𝑛 + 1

1𝑚−𝛾≤𝑛<𝑚 𝑠(𝑛) = 𝑚 − 𝑛
𝛾

1𝑛<𝑚 𝑠(𝑛) = 𝑚 − 𝑛
𝛾 + 𝑚 − 𝑛 − 1

1𝑛<𝑚
cases 𝛾 ∈ N∗, 𝑚 ∈ N∗, 𝑚 ≤ |𝜽| + 𝛾 𝛾 ∈ R∗

+, 𝑚 ∈ N∗ 𝛾 ∈ R∗
+, 𝑚 ∈ N∗

Independent 𝑠(𝑛) = 𝛼 𝑠(𝑛) = 𝛼 𝑠(𝑛) = 𝛼
cases 𝛼 ∈ R∗

+ 𝛼 ∈ R∗
+ 𝛼 ∈ (0, 1)

Dependent 𝑠(𝑛) = 𝑎 + 𝑛
|𝜽| + 𝑏 − 𝑛 − 1

1𝑛<|𝜽| 𝑠(𝑛) = 𝑎 + 𝑛
|𝜽| + 𝑏

𝑠(𝑛) = 𝑏 + 𝑛
|𝜽| + 𝑎 + 𝑏 + 𝑛

non-canonical cases 𝑎 ∈ R∗
+ and 𝑏 ∈ R∗

+ 𝑎 ∈ R∗
+ and 𝑏 ∈ R∗

+ 𝑎 ∈ R∗
+ and 𝑏 ∈ R∗

+
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4. Biological interpretations of the Pólya splitting distributions

From a biological perspective, the birth and death rates of the
multivariate jump process defined by the master equation (see Eq. (4))
are generally assumed to have the following form:

𝑞+𝑗 (𝒏) = 𝑚𝑗 (𝒏) + 𝑛𝑗𝑏𝑗 (𝒏)
−
𝑗 (𝒏) = 𝑛𝑗𝑑𝑗 (𝒏)

here 𝑚𝑗 (𝒏) is the immigration rate of species 𝑗, 𝑏𝑗 (𝒏) is the per-
apita local reproduction rate of species 𝑗 and 𝑑𝑗 (𝒏) is the per-capita

local death-or-emigration rate of species 𝑗. Classical neutral models
make two additional assumptions. The first corresponds to the strong
neutrality:

𝑞+𝑗 (𝒏) = 𝑚(|𝒏|)𝜋𝑗 + 𝑛𝑗𝑏(|𝒏|)
𝑞−𝑗 (𝒏) = 𝑛𝑗𝑑(|𝒏|)

(12)

The second assumption is detailed balance. Given the strong neutrality
assumption and discarding degenerated cases 𝑚(0) = 0 or 𝑚(1) = 0,
detailed balance occurs if and only if there exists a constant 𝐼 ≥ 0 such
that

𝑏(𝑛) = 𝐼𝑚(𝑛) (13)

for all 𝑛 ∈ N∗ (see Appendix E). The parameter 𝐼 = 1∕𝐼 his known
as the effective number of migrants (Etienne and Olff, 2004). Here we
focus on a generalization of Eqs. (12), considering new expressions of
birth and death rates as follows:
𝑞+𝑗 (𝒏) =

[

𝑚(|𝒏|)
(

𝜋𝑗 − �̃�𝑛𝑗
)

+ 𝑛𝑗𝑏(|𝒏|)
]

1𝜋𝑗−�̃�𝑛𝑗≥0
𝑞−𝑗 (𝒏) = 𝑛𝑗𝑑(|𝒏|)

(14)

with �̃� ∈ R+. The master equation with assumption (14) can be called
a neutral model with density-dependent immigration, because the rate
of immigration of species 𝑗 is now 𝑚(|𝒏|)(𝜋𝑗 − �̃�𝑛𝑗 ), which depends on
species 𝑗 and on the local population size 𝑛𝑗 . Assuming �̃� = 0 leads
to the usual Eqs. (12). We still assume (13), which is a necessary and
sufficient condition to obtain detailed balance (see Appendix E.2 for
details about the necessity). As corollary of Theorem 1, we obtain the
link between the neutral model with density-dependent immigration
(14) and assumption (8) that leads to Pólya splitting distributions.

Corollary 1. Any Polya splitting distribution (with sum distribution
support of the form {0,… , 𝑚} where 𝑚 ∈ N ∪ {∞}) can be obtained
as a stationary distribution of a jumping process with rates (14) verifying
detailed balance condition (13). Reciprocally, let a jumping process with
rates (14) with detail balance condition (13). If at least �̃� or 𝐼 is null then
the stationary distribution is a Polya splitting distribution.

Proof. Let  [𝑐]
𝛥𝑛
(𝜽) ∧

𝑛
 be a Pólya splitting distribution with sum dis-

tribution support of the form {0,… , 𝑚} where 𝑚 ∈ N ∪ {∞}. According
to Theorem 1 this is the stationary distribution of a jumping process
satisfying assumption (9) on 𝑞𝑗 (𝒏). Let 𝜋𝑗 = 𝜃𝑗∕|𝜽| and 𝑚(𝑛), 𝑑(𝑛) such
that
𝑚(𝑛)

= |𝜽|𝑠(𝑛). (15)
6

𝑑(𝑛 + 1) s
oreover, let assume that

̃ =

{

|𝜽|−1 if 𝑐 = −1,

0 if 𝑐 = 0 or 𝑐 = 1,
and

̃ =

{

0 if 𝑐 = −1 or 𝑐 = 0,

|𝜽|−1 if 𝑐 = 1.

hen

𝑗 (𝒏) =
𝑚(|𝒏|)

𝑑(|𝒏| + 1)
𝜋𝑗 + (𝐼 − �̃�)𝑛𝑗

𝑛𝑗 + 1
1𝜃𝑗+𝑐𝑛𝑗≥0,

𝑞𝑗 (𝒏) =
𝑚(|𝒏|)

(

𝜋𝑗 − �̃�𝑛𝑗
)

+ 𝑏(|𝒏|)𝑛𝑗
𝑑(|𝒏| + 1)(𝑛𝑗 + 1)

1𝜃𝑗+𝑐𝑛𝑗≥0,

here 𝑏(𝑛) = 𝐼𝑚(𝑛) and 1𝜃𝑗+𝑐𝑛𝑗≥0 = 1𝜋𝑗−�̃�𝑛𝑗≥0 and thus the de-
ired result. Reciprocally, let a jumping process with rates (14) with
etail balance condition (13). If at least �̃� or 𝐼 is null then the
arametrization is reversible.

In the previous section, we derived results about the variation of
(𝑛) among the nine Pólya splitting distributions presented in Table 1.
igration 𝑚(𝑛) and death 𝑑(𝑛) rates directly relate to 𝑠(𝑛) through 𝑠(𝑛) =

𝜽|−1 𝑚(𝑛)
𝑑(𝑛+1) . Therefore, when assuming that one of these rates is constant

with community size 𝑛, one obtains biologically interpretable results
about the density-dependence effect on the other rate. For instance,
if one assumes that 𝑑(𝑛) = 1 (i.e., constant per-capita local death or
emigration rate), 𝑚(𝑛) = |𝜽|𝑠(𝑛). Here again discarding the canonical
ase with 𝑐 = 1 and 𝛾 < 1, we obtain that 𝑚(𝑛) always decreases
n canonical cases, is constant in independent cases and increases
n dependent non-canonical cases. From a biological perspective, this
uggests that, as community size increases and before hitting a potential
egulation threshold 𝑚 < ∞, immigration and reproduction of within
he community become harder in the canonical case (negative density
ependence), remain unaffected in the independent case and become
asier in the other case (positive density dependence). We also obtain
hat 𝑚(𝑛) is convex when 𝑐 = −1, which suggest that the marginal vari-
tion in reproduction and immigration increases as community density
ncreases. Migration 𝑚(𝑛) is linear when 𝑐 = 0 and is concave when
= 1, which means that the marginal variation in reproduction and

mmigration increases as community density decreases (see Table 3).

. Discussion and perspectives

We presented the Polya-splitting distributions, a set of multivariate
istributions with two key properties : the sum is a positive random
ariable on N and the split conditionally to the sum is a Polya distri-
ution. We recalled that Polya-distribution (the split) can be classified
n three categories, depending on a parameter c = –1, 0 or 1. The
ase c = 1 corresponds to a Dirichlet-multinomial split, the case c

0 to a multinomial split and the case c = –1 to a hypergeometric
plit. Our main contribution is to connect those distributions to the
eutral theory of biodiversity in ecology, a useful null model allowing
he evaluation of non-neutral processes such as adaptation or natural
election (Alonso et al., 2006). We found that for any Polya-splitting
istribution, irrespective of the value of 𝑐 in the split but with a sum
upport of the form {0,… , 𝑚} where 𝑚 ∈ N ∪ {∞}, there exists a
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Table 3
Parametric hypothesis on extended neutral models leading to the nine Pólya splitting distributions presented in Table 1. Dark gray
indicates cases where the split distribution has been characterized (Haegeman and Etienne, 2008) while light gray stands for cases
where both split and sum distributions have been characterized (Etienne et al., 2007). Other cases (white boxes) are new.

𝑐 = −1 𝑐 = 0 𝑐 = 1
All �̃� = |𝜽|−1 �̃� = 0 �̃� = 0
cases 𝐼 = 0 𝐼 = 0 𝐼 = |𝜽|−1

𝑑(|𝒏|) = 1 𝑑(|𝒏|) = 1 𝑑(|𝒏|) = 1
Canonical 𝑚(|𝒏|) =

|𝜽| (𝑚−|𝒏|)
𝛾+1−(𝑚−|𝒏|)

1
|𝒏|≤𝑚

𝑚(|𝒏|) = |𝜽|
𝛾
(𝑚− |𝒏|)1

|𝒏|≤𝑚 𝑚(|𝒏|) = |𝜽| 𝑚−|𝒏|
𝛾−1+𝑚−|𝒏|

1
|𝒏|≤𝑚

cases 𝑏(|𝒏|) = 0 𝑏(|𝒏|) = 0 𝑏(|𝒏|) = 𝑚−|𝒏|
𝛾−1+𝑚−|𝒏|

1
|𝒏|≤𝑚

Independent 𝑚(|𝒏|) = 𝛼|𝜽| 𝑚(|𝒏|) = 𝛼|𝜽| 𝑚(|𝒏|) = 𝛼|𝜽|
cases 𝑏(|𝒏|) = 0 𝑏(|𝒏|) = 0 𝑏(|𝒏|) = 𝛼
Dependent 𝑚(|𝒏|) = |𝜽| 𝑎+|𝒏|

|𝜽|+𝑏−|𝒏|−1
𝑚(|𝒏|) = |𝜽| 𝑎+|𝒏|

|𝜽|+𝑏
𝑚(|𝒏|) = |𝜽| 𝑏+|𝒏|

|𝜽|+𝑎+𝑏+|𝒏|

non-canonical cases 𝑏(|𝒏|) = 0 𝑏(|𝒏|) = 0 𝑏(|𝒏|) = 𝑏+|𝒏|
|𝜽|+𝑎+𝑏+|𝒏|
w

multivariate jump process of neutral species with such stationnary
distribution. However, staying at the very general level for the sum dis-
tribution, the associated transition rates may not have a straightforward
biological interpretation. We therefore exhibited, nine transition rates
parametrization with meaningful biological interpretation leading to
usual parametric distributions. Reciprocally, if multivariate jump pro-
cess of neutral species follows the detailed balance assumption and has
a well-defined stationary distribution of the sum, then the multivariate
distribution of species counts is a Polya-splitting distribution.

Kadmon and Allouche (2007) had already shown that a variety of
neutral jump processes with detailed balance assumption (formalized
in Eq. (2) in their work) could generate Multinomial or Dirichlet-
Multinomial split distributions that correspond to Polya distributions
with 𝑐 = 0 or 1 respectively. However, they did not identify neutral
ump processes that could generate 𝑐 = −1 because they made the
lassic assumption that the positive jump rate of a species 𝑗 linearly
ncreased with the local population size of species 𝑗 with a positive
r null slope 𝑏 that corresponds to a per-capita birth rate. Under this
ssumption, only Multinomial and Dirichlet-multinomial split can be
btained (𝑐 = 0 or 1). Because we started from the description of
he full family of Polya-distribution, we were able to ask the ques-
ion of whether Polya-splitting distribution with hypergeometric split
𝑐 = −1) could also be obtained as stationary distributions of neutral
ump processes – which we showed to be true – and what were the
eculiarities of these processes that depart from e.g. models considered
n Kadmon and Allouche (2007). We evidenced that the key difference
s that hypergeometric split when the positive jump rate of species 𝑗
inearly decreases with its local population size. This would correspond
o a negative per capita birth rate in Kadmon and Allouche (2007),
ence explaining why they did not explore this track. Here, we showed
hat this negative relationship between positive jump rate and local
opulation size can emerge in a well-defined case: when a limited
uantity of available propagules can immigrate from the regional pool
o a local site where local birth rate is zero, i.e. the community is a pure

sink.
We focused our study on the stationary state of a biological com-

munity following a neutral jump process. In practice, only a fraction of
the community is observed, through a sampling process. In the case
𝑐 = 0 or 1, Etienne and Alonso (2005) noticed that the Dirichlet-
multinomial split of the sum among species verify a ‘‘subsampling
property’’: when applying a hypergeometric sampling process with
fixed sample size over the community, the resulting subsample still
followed a Dirichlet-multinomial distribution with the same parame-
ters. We conjecture that this property still holds for the case 𝑐 = −1,
although this remains to be properly shown. This property remarkably
simplifies the statistical study of species relative abundances within
the community. By contrast, the hypergeometric sampling with fixed
size does not allow studying the sum distribution, because the sample
size is artificially controlled, independently from the real community
size. This is quite limiting: our results emphasized the importance of
7

studying the total sum abundance as a random variable, because of
its links with the dependence structures among species. In particular,
we show that independence is a consequence of parametric assumption
made on birth and death rates and not a necessary assumption per se,
contrary to what was posited by other authors (Etienne et al., 2007).
Therefore we suggest that a stronger focus should now be given on
sampling processes that preserves information about the community
size, like process that controls the distance covered or the time spent
during sampling rather than the number of individuals. This requires
to explicit sampling models accounting for the spatio-temporal distri-
bution of studied organisms (Jousimo and Ovaskainen, 2016) and to
study stability properties of associated thinning operators (Peyhardi,
2023).

Pólya splitting distributions induce only two types of dependence
structures: either all species are independent or fully dependent with
homogenized correlation sign. To extend this binary setting towards
more complex nested dependence structures between species or com-
munities, we suggest the use of recursive application of splitting distri-
butions. From this perspective, the strong closure under addition prop-
erty plays an essential role by preserving distributions across levels,
hence allowing a full control of generated dependencies. This empha-
sizes the importance of using appropriate choices of Pólya splitting
distributions at each level to ensure strong closure under addition.

For instance, let us assume that we aim at simulating species com-
munities composed of five species 𝑠1,… , 𝑠5. The first three species
(𝑠1, 𝑠2 and 𝑠3) belongs to a community 𝐶1 and are all fully positively
correlated, corresponding to mutualist species context or species shar-
ing underlying environmental factors. The two others species (𝑠4 and
𝑠5) belongs to a second community, 𝐶2 correlated to 𝐶1. These two
species 𝑠4 and 𝑠5 are assumed to be independent. Such situation can be
easily obtained combining negative binomial for the sum distributions
and multinomial or Dirichlet multinomial distributions for split com-
ponents (with specific constraint on parameters); see Fig. 1. Another
example relies on the simulation of negatively correlated species within
the first community 𝐶1 (exclusive species context) and non-dependent
species within 𝐶2 and assuming independence between 𝐶1 and 𝐶2.
Such simulation can be performed combining binomial distributions
for sum parts with multinomial and/or hypergeometric distribution for
splits. However, does such sequential structure is solution of the master
equation? It remains an open question and should be carefully study.

While multinomial or Dirichlet multinomial regression has already
been used in neutral community analysis (Jabot et al., 2008; Jabot,
2010), the inclusion of environmental factors in the Pólya splitting
distributions is a natural extension. It could be achieved assuming
parameters varied according to covariates as follows:

 [𝑐]
𝛥𝑛
{𝜽(𝒙)} ∧

𝑛
{𝜓(𝒙)},

here 𝒙 = (𝑥1,… , 𝑥𝑝) denotes the vector explanatory variables (see Pey-
hardi et al. (2021) for more details in the multinomial splitting regres-
sion context). Note that parameters could be constrained to be the same

in the split and sum parts.
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Fig. 1. Example of possible simulation schemes combining multi dependent levels.
Finally, combining graph hierarchical approach with the inclusion
of environmental covariates at each node leads to propose nested multi-
level inhomogenous splitting models. Such models should be interesting
alternatives to classical approaches used in joint species distribution
contexts mainly based on conditional Independence’s (Warton et al.,
2015; Ovaskainen and Abrego, 2020) and the use of the multivariate
Poisson log-Normal distribution. Comparatively, our approach allows to
model dependencies between species at the observation level, while the
classical JSDM’s model dependencies at the latent process strata. While
correlation relationships estimated at the latent processes inform corre-
lations between observations, it does not allow to deduce dependencies
structures at the observation scales (Aïtchison and Ho, 1989; Chiquet
et al., 2021). A null correlation does not imply independence in the
multivariate Poisson context.

CRediT authorship contribution statement

Jean Peyhardi: Methodology, Formal analysis, Writing – original
draft. Fabien Laroche: Conceptualization, Formal analysis, Writing –
original draft. Frédéric Mortier: Conceptualization, Writing – original
draft, Funding acquisition.

Declaration of competing interest

The authors declare that they have no known competing finan-
cial interests or personal relationships that could have appeared to
influence the work reported in this paper.

Acknowledgments

This research was supported by the GAMBAS project funded by
the French National Research Agency (ANR-18-CE02-0025). F. Laroche
was supported by the BloBiForM project funded by French National
Research Agency (ANR-19-CE32-0002-01).

Declarations

For the purpose of Open Access, a CC-BY 4.0 public copyright
licence (https://creativecommons.org/licenses/by/4.0/) has been ap-
plied by the author to the present document and will be applied to
all subsequent versions up to the Author Accepted Manuscript arising
from this submission.
8

Appendix A. Notations of different distributions

See Tables A.1–A.3.

Appendix B. Strong closure under addition (specific cases)

Let us show the strong closure under addition for the three Pólya
splitting distributions presented in the third line of Table 1. We have
to show that marginal distributions and sum distribution belong to the
same family.

• 𝑐 = −1 According to Theorem 1 of Peyhardi et al. (2021) the
marginals are given by the hypergeometric damage distribution

𝑛(𝜃𝑗 , |𝜽−𝑗 |) ∧𝑛 𝛽|𝜽|(𝑎, 𝑏) = 𝑛(𝜃𝑗 , |𝜽−𝑗 |) ∧𝑛

{


|𝜽|(𝑝) ∧𝑝 𝛽(𝑎, 𝑏)

}

=
{

𝑛(𝜃𝑗 , |𝜽−𝑗 |) ∧𝑛 |𝜽|(𝑝)
}

∧
𝑝
𝛽(𝑎, 𝑏)

= 𝜃𝑗 (𝑝) ∧𝑝 𝛽(𝑎, 𝑏)

𝑛(𝜃𝑗 , |𝜽−𝑗 |) ∧𝑛 𝛽|𝜽|(𝑎, 𝑏) = 𝛽𝜃𝑗 (𝑎, 𝑏)

The first equality uses the definition of the beta-binomial dis-
tribution, the second one uses the Fubini theorem (inversion of
sum on 𝑛 and integral on 𝑝), the third one uses the stability of
the binomial distribution under hypergeometric damage process
(obtained in the case of independence) and the last one uses again
the definition of the beta-binomial distribution.

• 𝑐 = 0 According to Theorem 1 of Peyhardi et al. (2021) the
marginals are given by the binomial damage distribution 𝑛(𝜋𝑗 )∧𝑛
(𝑟, 𝑝). Theorem 6 of Peyhardi et al. (2021) showed the stability
of the negative binomial distribution under the binomial damage
process, i.e., we have

𝑛(𝜋𝑗 ) ∧𝑛 (𝑟, 𝑝) = (𝑟, 𝑝′),

where 𝑝′ = 𝜋𝑗𝑝
𝜋𝑗𝑝+1−𝑝

. The demonstration is based on the generative

function of a binomial damage distribution. This result can also
be obtained by following the way of the demonstration of the
previous case, recalling that a negative binomial is a Poisson
mixed by a gamma distribution.

• 𝑐 = 1 According to Theorem 1 of Peyhardi et al. (2021) the
marginals are given by the beta-binomial damage distribution

𝛽𝑛(𝜃𝑗 , |𝜽−𝑗 |) ∧𝑛 𝛽(|𝜽|, 𝑎, 𝑏) = 𝛽𝑛(𝜃𝑗 , |𝜽−𝑗 |)

∧
{

(|𝜽|, 𝑝) ∧ 𝛽(𝑎, 𝑏)
}

𝑛 𝑝

https://creativecommons.org/licenses/by/4.0/
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Table A.1
Notations and pmf of univariate Pólya distributions.
Name Notation Space parameter Support pmf (𝑝𝑛)

Pólya  [𝑐]
𝑚 (𝜃, 𝛾) 𝜃 ∈ 𝛩𝑐 , 𝛾 ∈ 𝛩𝑐 , 𝑚 ∈ N∗

𝑅[𝑐]
𝜃 (𝑛)𝑅[𝑐]

𝛾 (𝑚 − 𝑛)

𝑅[𝑐]
𝜃+𝛾 (𝑚)

Hypergeometric (𝑐 = −1) 𝑚(𝑘, 𝑙) 𝑘 ∈ N∗, 𝑙 ∈ N∗, 𝑚 ∈ N∗, 𝑚 ≤ 𝑘 + 𝑙 {0,… , 𝑚} ∩ {𝑚 − 𝑙,… , 𝑘}

(𝑘
𝑛

)( 𝑙
𝑚−𝑛

)

(𝑘+𝑙
𝑚

)

Binomial (𝑐 = 0) 𝑚(𝑝) 𝑝 ∈ (0, 1), 𝑚 ∈ N∗ {0,… , 𝑚}
(

𝑚
𝑛

)

𝑝𝑛(1 − 𝑝)𝑚−𝑛

Beta binomial (𝑐 = 1) 𝛽𝑚(𝑎, 𝑏) 𝑎 ∈ R∗
+, 𝑏 ∈ R∗

+, 𝑚 ∈ N∗ {0,… , 𝑚}

(𝑛+𝑎−1
𝑛

)(𝑚−𝑛+𝑏−1
𝑚−𝑛

)

(𝑚+𝑎+𝑏−1
𝑚

)

Table A.2
Notations and pmf of multivariate Pólya distributions (singular and non-singular versions).

Name Notation Space parameter Support pmf (𝑝𝒏)

Singular version

Multivariate Pólya  [𝑐]
𝛥𝑛
(𝜽) 𝑛 ∈ N∗, 𝜽 ∈ 𝛩𝐽

𝑐

∏𝐽
𝑗=1 𝑅

[𝑐]
𝜃𝑗
(𝑛𝑗 )

𝑅[𝑐]
|𝜽|(𝑛)

Multivariate hypergeometric (𝑐 = −1) 𝛥𝑛 (𝒌) 𝑛 ∈ N∗, 𝒌 ∈ N∗𝐽 𝛥𝑛 ∩■𝒌

∏𝐽
𝑗=1

(𝑘𝑗
𝑛𝑗

)

(

|𝒌|
𝑛

)

Multinomial (𝑐 = 0) 𝛥𝑛 (𝝅) 𝑛 ∈ N∗, 𝝅 ∈ 𝛥 𝛥𝑛

(

𝑛
𝒏

) 𝐽
∏

𝑗=1
𝜋𝑛𝑗𝑗

Dirichlet multinomial (𝑐 = 1) 𝛥𝑛 (𝜶) 𝑛 ∈ N∗, 𝜶 ∈ R∗𝐽
+ 𝛥𝑛

∏𝐽
𝑗=1

(𝑛𝑗+𝛼𝑗−1
𝑛𝑗

)

(𝑛+|𝜶|−1
𝑛

)

Non-singular version

Multivariate Pólya  [𝑐]
▴𝑚
(𝜽, 𝛾) 𝑚 ∈ N∗, 𝜽 ∈ 𝛩𝐽

𝑐 , 𝛾 ∈ 𝛩𝑐
𝑅[𝑐]
𝛾 (𝑚 − |𝒏|)

∏𝐽
𝑗=1 𝑅

[𝑐]
𝜃𝑗
(𝑛𝑗 )

𝑅[𝑐]
|𝜽|+𝛾 (𝑚)

Multivariate hypergeometric (𝑐 = −1) ▴𝑚
(𝒌, 𝑙) 𝑚 ∈ N∗, 𝒌 ∈ N∗𝐽 , 𝑙 ∈ N∗ (▴𝑚 ⧵ ▴𝑚−𝑙) ∩■𝒌

( 𝑙
𝑚−|𝒏|

)
∏𝐽

𝑗=1
(𝑘𝑗
𝑛𝑗

)

(

|𝒌|+𝑙
𝑚

)

𝑚 ≤ |𝒌| + 𝑙

Multinomial (𝑐 = 0) ▴𝑚
(𝝅∗) 𝑚 ∈ N∗, 𝝅∗ ∈ ▴ ▴𝑚

(

𝑚
𝒏

)

(1 − |𝝅∗
|)𝑚−|𝒏|

𝐽
∏

𝑗=1
𝜋𝑛𝑗𝑗

Dirichlet multinomial (𝑐 = 1) ▴𝑚
(𝜶, 𝛽) 𝑚 ∈ N∗, 𝜶 ∈ R∗𝐽

+ , 𝛽 ∈ R∗
+ ▴𝑚

(𝑚−|𝒏|+𝛽−1
𝑚−|𝒏|

)
∏𝐽

𝑗=1
(𝑛𝑗+𝛼𝑗−1

𝑛𝑗

)

(𝑚+|𝜶|+𝛽−1
𝑚

)

Table A.3
Notations and pmf of some usual univariate distributions.

Name Notation Space parameter Support pmf (𝑝𝑛)

Poisson (𝜆) 𝜆 ∈ R∗
+ N 𝑒−𝜆 𝜆

𝑛

𝑛!
Negative binomial (𝑟, 𝑝) 𝑟 ∈ R∗

+, 𝑝 ∈ (0, 1) N
(

𝑛 + 𝑟 − 1
𝑛

)

𝑝𝑛(1 − 𝑝)𝑟

Beta-negative binomial 𝛽(𝑟, 𝑎, 𝑏) 𝑟 ∈ R∗
+, 𝑎 ∈ R∗

+, 𝑏 ∈ R∗
+ N

(

𝑛 + 𝑟 − 1
𝑛

)

𝐵(𝑎 + 𝑟, 𝑏 + 𝑛)
𝐵(𝑎, 𝑏)
=
{

𝛽𝑛(𝜃𝑗 , |𝜽−𝑗 |) ∧𝑛 (|𝜽|, 𝑝)
}

∧
𝑝
𝛽(𝑎, 𝑏)

= (𝜃𝑗 , 𝑝) ∧𝑝 𝛽(𝑎, 𝑏)

𝛽𝑛(𝜃𝑗 , |𝜽−𝑗 |) ∧𝑛 𝛽(|𝜽|, 𝑎, 𝑏) = 𝛽(𝜃𝑗 , 𝑎, 𝑏)

This demonstration follows the same ways as in case 𝑐 = −1.
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Appendix C. Some stationary distributions of univariate birth–
death process

According to different assumptions on the ratio 𝑞(𝑛) = 𝑞+(𝑛)
𝑞−(𝑛+1) , we

find different distributions (𝑝𝑛)𝑛≥0. Recall that

𝑝𝑛 =
𝑄𝑛

∑ ,

𝑚≥0𝑄𝑚
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with 𝑄𝑛 =
∏𝑛−1

𝑘=0 𝑞(𝑘).

.1. Univariate Pólya distributions

• Hypergeometric distribution: if 𝑞(𝑛) = (𝑘−𝑛)(𝑚−𝑛)
(𝑛+1)(𝑙−𝑚+𝑛+1)

𝟏max(0,𝑚−𝑙)≤𝑛<min(𝑚,𝑘) with 𝑘 ∈ N∗, 𝑙 ∈ N∗ and 𝑚 ≤ 𝑘 + 𝑙 then

𝑄𝑛 =
(𝑘𝑛)(

𝑙
𝑚−𝑛)
( 𝑙𝑚)

and

𝑝𝑛 =

(𝑘
𝑛

)( 𝑙
𝑚−𝑛

)

(𝑘+𝑙
𝑚

)
, max(0, 𝑚 − 𝑙) ≤ 𝑛 ≤ min(𝑚, 𝑘),

i.e., 𝑁 ∼ 𝑚(𝑘, 𝑙).
• Binomial distribution: if 𝑞(𝑛) = (𝑀−𝑛)𝜋

(𝑛+1)(1−𝜋)1𝑛<𝑚 with 𝜋 ∈ (0, 1) and
𝑚 ∈ N∗ then 𝑄𝑛 =

(𝑚
𝑛

) 𝜋𝑛

(1−𝜋)𝑛 and

𝑝𝑛 =
(

𝑚
𝑛

)

𝜋𝑛 (1 − 𝜋)𝑚−𝑛 , 0 ≤ 𝑛 ≤ 𝑚

i.e., 𝑁 ∼ 𝑚(𝜋).
• Beta-binomial distribution: if 𝑞(𝑛) = (𝑎+𝑛)(𝑚−𝑛)

(𝑛+1)(𝑚+𝑏−𝑛−1)1𝑛<𝑚 with 𝑎 ∈

R∗
+, 𝑏 ∈ R∗

+ and 𝑚 ∈ N∗ then 𝑄𝑛 =
(𝑛+𝑎−1𝑛 )(𝑚−𝑛+𝑏−1𝑚−𝑛 )

(𝑚+𝑏−1𝑚 )
and

𝑝𝑛 =

(𝑛+𝑎−1
𝑛

)(𝑚−𝑛+𝑏−1
𝑚−𝑛

)

(𝑚+𝑎+𝑏−1
𝑚

)

, 𝑛 ≤ 𝑚

i.e., 𝑁 ∼ 𝛽𝑚(𝑎, 𝑏).

.2. Other univariate distributions

• Poisson distribution: if 𝑞(𝑛) = 1
𝑛+1𝛼 with 𝛼 ∈ R∗

+ then 𝑄𝑛 =
𝛼𝑛

𝑛! and

𝑝𝑛 = 𝑒−𝛼 𝛼
𝑛

𝑛!
, 𝑛 ≥ 0,

i.e., 𝑁 ∼ (𝛼).
• Negative binomial distribution: if 𝑞(𝑛) = 𝑛+𝛼

𝑛+1 𝜋 with 𝜋 ∈ (0, 1) and
𝛼 ∈ (0,∞) then 𝑄𝑛 =

(𝑛+𝛼−1
𝑛

)

𝜋𝑛 and

𝑝𝑛 =
(

𝑛 + 𝛼 − 1
𝑛

)

𝜋𝑛(1 − 𝜋)𝛼 , 𝑛 ≥ 0,

i.e., 𝑁 ∼ (𝛼, 𝜋).
Geometric distribution: if 𝑞(𝑛) = 𝜋 with 𝜋 ∈ (0, 1) then 𝑄𝑛 = 𝜋𝑛 and

𝑝𝑛 = 𝜋𝑛(1 − 𝜋), 𝑛 ≥ 0,

i.e., 𝑁 ∼ (𝜋).
Remark that the geometric distribution is a sub-case of the
negative-binomial distribution, more precisely we have (𝜋) =
(1, 𝜋).

• Beta negative binomial distribution: if 𝑞(𝑛) = (𝛼+𝑛)(𝑏+𝑛)
(𝑛+1)(𝛼+𝑎+𝑏+𝑛) with

𝛼 ∈ R∗
+, 𝑏 ∈ R∗

+ and 𝑎 ∈ R∗
+ then 𝑄𝑛 =

(𝑛+𝛼−1
𝑛

) 𝛤 (𝑏+𝑛)𝛤 (𝛼+𝑎+𝑏)
𝛤 (𝑏)𝛤 (𝛼+𝑎+𝑏+𝑛) =

(𝑛+𝛼−1
𝑛

)𝐵(𝑎+𝛼,𝑏+𝑛)
𝐵(𝛼+𝑎,𝑏) and

𝑝𝑛 =
(

𝑛 + 𝛼 − 1
𝑛

)

𝐵(𝑎 + 𝛼, 𝑏 + 𝑛)
𝐵(𝑎, 𝑏)

,

where 𝐵(𝑎, 𝑏) = 𝛤 (𝑎)𝛤 (𝑏)
𝛤 (𝑎+𝑏) , i.e., 𝑁 ∼ 𝛽(𝛼, 𝑎, 𝑏).

Remark that if the parameters 𝑎 and 𝑏 are positive integers, then
the beta-binomial distribution turns out to be the negative hyper-
geometric distribution. Otherwise, the beta negative binomial dis-
tribution is also called the generalized waring distribution (Irwin,
1968).
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Appendix D. Parametric hypothesis on 𝒔(𝒏) for the canonical case

Assume that 𝑠(𝑛) = 1∕𝑟[𝑐]𝛾 (𝑚− 𝑛−1) for some 𝛾 ∈ 𝛩 and 𝑚 ∈ N. Then
we have
𝑛−1
∏

𝑘=0
𝑠(𝑘) = 1

∏𝑛−1
𝑘=0 𝑟

[𝑐]
𝛾 (𝑚 − 𝑘 − 1)

= 1
𝑟[𝑐]𝛾 (𝑚 − 1) ×⋯ × 𝑟[𝑐]𝛾 (𝑚 − 𝑛)

=
𝑟[𝑐]𝛾 (𝑚 − 𝑛 − 1) ×⋯ × 𝑟[𝑐]𝛾 (0)

𝑟[𝑐]𝛾 (𝑚 − 1) ×⋯ × 𝑟[𝑐]𝛾 (0)
𝑛−1
∏

𝑘=0
𝑠(𝑘) =

𝑅[𝑐]
𝛾 (𝑚 − 𝑛)

𝑅[𝑐]
𝛾 (𝑚)

Therefore
𝑚
∑

𝑛=0
𝑅[𝑐]
|𝜽|(𝑛)

𝑛−1
∏

𝑘=0
𝑠(𝑘) = 1

𝑅[𝑐]
𝛾 (𝑚)

𝑚
∑

𝑛=0
𝑅[𝑐]
|𝜽|(𝑛)𝑅

[𝑐]
𝛾 (𝑚 − 𝑛)

= 1
𝑅[𝑐]
𝛾 (𝑚)

(𝑅[𝑐]
|𝜽| ∗ 𝑅

[𝑐]
𝛾 )(𝑚)

𝑚
∑

𝑛=0
𝑅[𝑐]
|𝜽|(𝑛)

𝑛−1
∏

𝑘=0
𝑠(𝑘) = 1

𝑅[𝑐]
𝛾 (𝑚)

𝑅[𝑐]
|𝜽|+𝛾 (𝑚)

Finally the pmf of the sum given by (11) becomes

𝑃 (|𝑵| = 𝑛) =
𝑅[𝑐]
|𝜽|(𝑛)𝑅

[𝑐]
𝛾 (𝑚 − 𝑛)

𝑅[𝑐]
|𝜽|+𝛾 (𝑚)

,

for all 𝑛 ≤ 𝑚 and zero otherwise. This is the pmf of the univariate
Pólya distribution  [𝑐]

𝑚 (|𝜽|, 𝛾). Therefore the multivariate stationary
istribution is the non-singular version of the Pólya distribution thanks
o the identity
[𝑐]
𝛥𝑛
(𝜽) ∧

𝑛
 [𝑐]
𝑚 (|𝜽|, 𝛾) =  [𝑐]

▴𝑚
(𝜽, 𝛾).

ccording to Theorem 1 of Peyhardi et al. (2021) the marginals are
iven by the damage distributions
[𝑐]
𝑛 (𝜃𝑗 , |𝜽−𝑗 |) ∧𝑛 

[𝑐]
𝑚 (|𝜽|, 𝛾) =  [𝑐]

𝑚 (𝜃𝑗 , |𝜽| + 𝛾),

or all 𝑗 = 1,… , 𝐽 .

ppendix E. Necessary and sufficient condition for detailed bal-
nce in the classic neutral theory and with density-dependent
igration

.1. Classic neutral theory

Recall the assumptions of classic neutral theory regarding the jump-
ng rates (12):
+
𝑗 (𝒏) = 𝑚(|𝒏|)𝜋𝑗 + 𝑛𝑗𝑏(|𝒏|)
−
𝑗 (𝒏) = 𝑛𝑗𝑑(|𝒏|)

here we assume that 𝑛 > 0 ⟹ 𝑑(𝑛) > 0 (i.e. no individual is
mmortal).

We assume that the above process has a stationary distribution with
upport S ⊂ N𝐽 . Because no individual is immortal, 𝟎 ∈ S and if 𝒏 ∈ S
nd 𝒏′ ∈ N𝐽 |∀𝑖 ∈ {1,… , 𝐽}, 𝑛′𝑖 ≤ 𝑛𝑖 then 𝒏′ ∈ S.

Define 𝐾𝑚 = min{𝑛 ∈ N|𝑚(𝑛) = 0} and 𝐾 = min{𝑛 ∈ N|𝑚(𝑛) = 𝑏(𝑛) =
}. By definition, 𝐾𝑚 ≤ 𝐾 ≤ +∞. If 𝐾𝑚 = 0 then S = {𝟎}. If 𝐾𝑚 > 0 then
= ▴𝐾 . In what follows we assume that 𝐾𝑚 > 0 and S = ▴𝐾 .

We seek for necessary conditions to obtain detailed balance of the
tationary distribution which is depicted by the Kolmogorov criterion
7):

𝒏 ∈ ▴ , ∀(𝑖, 𝑗) ∈ {1,… , 𝐽}2, 𝑞 (𝒏) 𝑞 (𝒏 + 𝒆 ) = 𝑞 (𝒏) 𝑞 (𝒏 + 𝒆 ),
𝐾 𝑖 𝑗 𝒊 𝑗 𝑖 𝒋
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Table F.1
Variation and convexity of 𝑠 for the nine Pólya splitting distributions of Table 1.

𝑐 = −1 𝑐 = 0 𝑐 = 1

Canonical 𝑠′(𝑛) =
−(𝛾 + 1)

(𝑛 − (𝑚 − 𝛾) + 1)2
1𝑚−𝛾≤𝑛≤𝑚 𝑠′(𝑛) = −1

𝛾
1𝑛≤𝑚 𝑠′(𝑛) =

−(𝛾 − 1)
(𝛾 + 𝑚 − 𝑛 − 1)2

1𝑛≤𝑚
cases 𝛾 ∈ N∗, 𝑚 ∈ N∗, 𝑚 ≤ |𝜽| + 𝛾 𝛾 ∈ R∗

+, 𝑚 ∈ N∗ 𝛾 ∈ R∗
+, 𝑚 ∈ N∗

⟹ 𝑠 decreases on (𝑚 − 𝛾, 𝑚) ⟹ 𝑠 decreases on (0, 𝑚)

{

𝛾 < 1 ⟹ 𝑠 increases on (0, 𝑚)

𝛾 > 1 ⟹ 𝑠 decreases on (0, 𝑚)

⟹ 𝑠′ increases on (𝑚 − 𝛾, 𝑚) ⟹ 𝑠′ constant on (0, 𝑚)

⎧

⎪

⎨

⎪

⎩

𝛾 < 1
2

⟹ 𝑠′ increases on (0, 𝑚 − 1)
1
2
< 𝛾 < 1 ⟹ 𝑠′ increases on (0, 𝑚)

𝛾 > 1 ⟹ 𝑠′ decreases on (0, 𝑚)

Independent 𝑠′(𝑛) = 0 𝑠′(𝑛) = 0 𝑠′(𝑛) = 0
cases 𝛼 ∈ R∗

+ 𝛼 ∈ R∗
+ 𝛼 ∈ (0, 1)

⟹ 𝑠 constant on (0,+∞) ⟹ 𝑠 constant on (0,+∞) ⟹ 𝑠 constant on (0,+∞)
⟹ 𝑠′ constant on (0,+∞) ⟹ 𝑠′ constant on (0,+∞) ⟹ 𝑠′ constant on (0,+∞)

Dependent 𝑠′(𝑛) =
|𝜽| + 𝑏 + 𝑎 − 1

(|𝜽| + 𝑏 − 𝑛 − 1)2
1𝑛<|𝜽| 𝑠′(𝑛) = 1

|𝜽| + 𝑏
𝑠′(𝑛) =

|𝜽| + 𝑎
(|𝜽| + 𝑎 + 𝑏 + 𝑛)2

non-canonical 𝑎 ∈ R∗
+, 𝑏 ∈ R∗

+ 𝑎 ∈ R∗
+ and 𝑏 ∈ R∗

+ 𝑎 ∈ R∗
+ and 𝑏 ∈ R∗

+
cases ⟹ 𝑠 increases on (0, |𝜽|) ⟹ 𝑠 constant on (0,+∞) ⟹ 𝑠 increases on (0,+∞)

⟹ 𝑠′ increases on (0, |𝜽|) ⟹ 𝑠′ constant on (0,+∞) ⟹ 𝑠′ decreases on (0,+∞)
=

w
(

w

∀

w

𝑏

w

b
h

where 𝑞𝑗 (𝒏) =
𝑞+𝑗 (𝒏)

𝑞−𝑗 (𝒏+𝒆𝒋 )
. Recall that 𝑞𝑗 is well defined because no

ndividual is immortal.
Using the expression of jumping rates, the Kolmogorov criterion

ecomes :
𝑚(|𝒏|)𝜋𝑖 + 𝑛𝑖𝑏(|𝒏|)

] [

𝑚(|𝒏| + 1)𝜋𝑗 + 𝑛𝑗𝑏(|𝒏| + 1)
]

=
[

𝑚(|𝒏|)𝜋𝑗 + 𝑛𝑗𝑏(|𝒏|)
] [

𝑚(|𝒏| + 1)𝜋𝑖 + 𝑛𝑖𝑏(|𝒏| + 1)
]

,

which can be simplified as :
(

𝜋𝑖𝑛𝑗 − 𝜋𝑗𝑛𝑖
)

[𝑚(|𝒏|)𝑏(|𝒏| + 1) − 𝑚(|𝒏| + 1)𝑏(|𝒏|)] = 0

which implies in turn that :

∀𝑛 ∈ {1,… , 𝐾 − 1}, 𝑚(𝑛)𝑏(𝑛 + 1) = 𝑚(𝑛 + 1)𝑏(𝑛) (16)

Declining constraint (16) along possible initializations of 𝑚(𝑛) and 𝑏(𝑛)
yields:

• if 𝑚(1) = 𝑏(1) = 0 : 𝐾 = 1 and constraint (16) disappears.
• if 𝑚(1) = 0 and 𝑏(1) > 0 : ∀𝑛 ∈ {1,… , 𝐾 − 1}, 𝑚(𝑛) = 0
• if 𝑚(1) > 0 and 𝑏(1) = 0 : ∀𝑛 ∈ {1,… , 𝐾 − 1}, 𝑏(𝑛) = 0
• if 𝑚(1) > 0 and 𝑏(1) > 0 : ∀𝑛 ∈ {1,… , 𝐾 − 1} ∶ 𝑚(𝑛) > 0, 𝑏(𝑛) > 0

and :

𝑏(𝑛) = 𝐼𝑚(𝑛)

where 𝐼 = 𝑏(1)
𝑚(1) .

In summary, we have shown that the stationary distribution verifies
detailed balance only if one of the following conditions holds

• 𝐾𝑚 = 0
• 𝐾𝑚 = 1 and ∀𝑛 ∈ {1,… , 𝐾 − 1}, 𝑚(𝑛) = 0
• 𝐾𝑚 > 1 and ∃ 𝐼 ≥ 0 |∀𝑛 ∈ {1,… , 𝐾𝑚}, 𝑏(𝑛) = 𝐼𝑚(𝑛)

Reciprocally, it is straightforward to show that each of these conditions
is sufficient to obtain detailed balance of the stationary distribution.

E.2. Neutral theory with density-dependent migration

We now turn to the extension of neutral theory including density-
dependent immigration as defined in Eq. (14), which we recall here:

𝑞+𝑗 (𝒏) =
[

𝑚(|𝒏|)
(

𝜋𝑗 − �̃�𝑛𝑗
)

+ 𝑛𝑗𝑏(|𝒏|)
]

1𝜋𝑗−�̃�𝑛𝑗≥0
𝑞−𝑗 (𝒏) = 𝑛𝑗𝑑(|𝒏|)

with �̃� ∈ R+. We define 𝐾𝑗 = max{𝑛𝑗 ∈ N|𝜋𝑗 − �̃�𝑛𝑗 > 0} + 1 and ■�̃�
the hypercube {0,… , 𝐾 } × {0,… , 𝐾 } ×⋯ × {0,… , 𝐾 }.
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1 2 𝐽
We also define 𝐾𝑚 and 𝐾 like in previous section and we assume
that 𝐾𝑚 > 0. Then the support of the stationary distribution is S =
■�̃� ∩ ▴𝐾

We seek for necessary conditions to obtain detailed balance of the
stationary distribution which is depicted by the Kolmogorov criterion
(7). Using the expression of jumping rates in (14), the Kolmogorov
criterion becomes :
[

𝑚(|𝒏|)
(

𝜋𝑖 − �̃�𝑛𝑖
)

+ 𝑛𝑖𝑏(|𝒏|)
]

×
[

𝑚(|𝒏| + 1)
(

𝜋𝑗 − �̃�𝑛𝑗
)

+ 𝑛𝑗𝑏(|𝒏| + 1)
]

1𝜋𝑖−�̃�𝑛𝑖≥0∩𝜋𝑗−�̃�𝑛𝑗≥0
[

𝑚(|𝒏|)
(

𝜋𝑖 − �̃�𝑛𝑖
)

+ 𝑛𝑖𝑏(|𝒏|)
]

×
[

𝑚(|𝒏| + 1)
(

𝜋𝑗 − �̃�𝑛𝑗
)

+ 𝑛𝑗𝑏(|𝒏| + 1)
]

1𝜋𝑖−�̃�𝑛𝑖≥0∩𝜋𝑗−�̃�𝑛𝑗≥0

hich can be simplified as :

𝜋𝑖𝑛𝑗 − 𝜋𝑗𝑛𝑖
)

[𝑚(|𝒏|)𝑏(|𝒏| + 1) − 𝑚(|𝒏| + 1)𝑏(|𝒏|)]1𝜋𝑖−�̃�𝑛𝑖≥0∩𝜋𝑗−�̃�𝑛𝑗≥0 = 0

hich implies in turn that :

𝑛 ∈ {0,… , 𝐾 ′ − 1}, 𝑚(𝑛)𝑏(𝑛 + 1) = 𝑚(𝑛 + 1)𝑏(𝑛) (17)

here 𝐾 ′ = min
(

∑𝐽
𝑗=1 𝐾𝑗 − 1, 𝐾

)

Declining constraint (17) along possible initializations of 𝑚(𝑛) and
(𝑛) yields:

• if 𝑚(1) = 𝑏(1) = 0 : 𝐾 = 1 and constraint (17) disappears.
• if 𝑚(1) = 0 and 𝑏(1) > 0 : ∀𝑛 ∈ {1,… , 𝐾 ′ − 1}, 𝑚(𝑛) = 0
• if 𝑚(1) > 0 and 𝑏(1) = 0 : ∀𝑛 ∈ {1,… , 𝐾 ′ − 1}, 𝑏(𝑛) = 0
• if 𝑚(1) > 0 and 𝑏(1) > 0 : ∀𝑛 ∈ {1,… , 𝐾 ′ − 1} ∶ 𝑚(𝑛) > 0, 𝑏(𝑛) > 0

and :

𝑏(𝑛) = 𝐼𝑚(𝑛)

here 𝐼 = 𝑏(1)
𝑚(1) . In summary, we have shown that the stationary distri-

ution verifies detailed balance only if one of the following conditions
olds

• 𝐾𝑚 = 0
• 𝐾𝑚 = 1 and ∀𝑛 ∈ {1,… , 𝐾 ′ − 1}, 𝑚(𝑛) = 0
• 𝐾𝑚 > 1 and ∃ 𝐼 ≥ 0 |∀𝑛 ∈ {1,… , 𝐾 ′}, 𝑏(𝑛) = 𝐼𝑚(𝑛)

Reciprocally, it is straightforward to show that each of these conditions
is sufficient to obtain detailed balance of the stationary distribution.

Appendix F. Variation and convexity of 𝒏 → 𝒔(𝒏)

See Table F.1.
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