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Recap

Standard linear regression model

Generalized least square model

Mixed models (GBLUP)

Regularisation methods (Rg, LASSO)



Bayesian logic

Reverand Thomas Bayes (1702 - 1761)

Essay Towards Solving a Problem in the Doctrine of 
Chances - 1763 (Posthumous)

“The Bayes theorem is to the theory of probability what 
Pythagora’s theorem is to geometry” (Jeffreys Harold)

Pierre-Simon Laplace (1749 - 1827)

The French Newton

Bayesian interpretation of probabilities



Bayes theorem – elements of probability (set theory) 



Bayes theorem elements – Conditional probability
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Bayes theorem – elements of probability (set theory) 
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Bayes theorem – Derivation

Marginal distribution
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Randomization of the prices
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Randomization of the prices



Bayes inference illustration – The Monty Hall problem

Select one door



Bayes inference illustration – The Monty Hall problem

Moderator opens one door
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Bayes inference illustration – The Monty Hall problem

Keep your choice or switch?

? ?

A) Keeping initial choice increase your chance of winning
B) Switching increase your chance of winning
C) Both strategy have the same probability
D) In the long term you shoud sometimes keep initial choice

sometime change.
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Bayes inference illustration – The Monty Hall problem

Keep your choice or switch?

A) Keeping initial choice increase your chance of winning
B) Switching increase your chance of winning
C) Both strategy have the same probability
D) In the long term you shoud sometimes keep initial choice sometime change.



Bayes inference illustration – The Monty Hall problem

Keep your choice or switch?

A) Keeping initial choice increase your chance of winning
B) Switching increase your chance of winning by a factor 2
C) Both strategy have the same probability
D) In the long term you shoud sometimes keep initial choice sometime change.



The Monty Hall problem – Bayesian resolution
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The Monty Hall problem – Bayesian resolution



The Monty Hall problem – Bayesian logic (posterior = likelihood * prior)

(Bayesian) Logic and probability can be highly counter-intuitive

Bayesian logic combine two sources of information:

• initial information/guess (prior)
• Data/evidence (e.g. the non-open door)



Bayesian logic (posterior = likelihood * prior)



Bayesian theorem: discrete to continuous case

In our case,



Bayesian approach steps



Bayesian approach illustration – model (likelihood) definition

Ladislaus Bortkiewicz



Bayesian approach illustration – prior elicitation
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Bayesian approach illustration – prior elicitation



Bayesian approach illustration – posterior distribution derivation



Bayesian approach illustration – posterior distribution derivation



Bayesian approach illustration – MC(MC) sampling



Bayesian approach illustration – Probabilistic interpretation



Bayesian approach illustration – MCMC sampling



Bayesian approach illustration – MCMC sampling



Bayesian approach illustration – Metropolis Hasting algorithm
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Bayesian approach illustration – Gibbs sampling
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Bayesian approach illustration – Gibbs sampling



Bayesian alphabet (A, B, C)

Bayesian application of the regression model with prior reflecting
knowledge on genetic architecture.

Prior distribution as a way to

- Integrate biological knowledge
- Perform shrinkage/variable selection

Prior of the models studied so far:

GBLUP (Ridge regression): All markers have a small non-zero effect. The 
value of those effects is normally distributed. Bayesian version of the 
GBLUP use a gaussian (Normal) prior

LASSO : Maximum n markers have a non-zero effect. The effect is
centered on a reduced number or markers. Bayesian version of the 
LASSO uses a double exponential prior. 

Double exponential (Laplace) distribution



Bayes A – Model (likelihood) definition



Bayes A – Prior elicitation



Bayes A – Prior elicitation

Meuwissen et al. (2001)

Gianola et al. (2009)



Bayes A – Prior elicitation
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Bayes A – Posterior derivation
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Bayes A – Posterior derivation



Bayes A – Interpretation



Bayes A – Interpretation

Similar form between beta Ridge and the mean of the conditional distribution of beta.

Se and Sb, determine the level of shrinkage applied to the beta for the extimation.



Bayes A – Gibbs sampling



Bayes A – Illustration in R

R code from Ben Hayes Armidale summer school 2015



Bayes B – model (Likelihood definition)



Bayes B – prior elicitation



Bayes B – posterior derivation



Bayes B – MCMC sampling – MH independance sampler



Bayesian models for genomic prediction – Bayes C



Properties of Bayesian approach

• Integration of several sources of knowledge: prior and data.

• Prior knowledge encapsulated in a prior distribution can reflect biological
hypotheses about the studied phenomenon.

• Take all sources of uncertainty into consideration during the estimation

• Get a probabilistic interpretation of the estimated parameter

• Natural and flexible way to realize shrinkage and variable selection


