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ABSTRACT
Accurate cropland information is of paramount importance for crop monitoring. This study compares five existing cropland mapping methodologies over five contrasting Joint Experiment for Crop Assessment and Monitoring (JECAM) sites of medium to large average field size using the time series of 7-day 250 m Moderate Resolution Imaging Spectroradiometer (MODIS) mean composites (red and near-infrared channels). Different strategies were devised to assess the accuracy of the classification methods: confusion matrices and derived accuracy indicators with and without equalizing class proportions, assessing the pairwise difference error rates and accounting for the spatial resolution bias. The robustness of the accuracy with respect to a reduction of the quantity of calibration data available was also assessed by a bootstrap approach in which the amount of training data was systematically reduced. Methods reached overall accuracies ranging from 85% to 95%, which demonstrates the ability of 250 m imagery to resolve fields down to 20 ha. Despite significantly different error rates, the site effect was found to persistently dominate the method effect. This was confirmed even after removing the share of the classification due to the spatial resolution of the satellite data (from 10% to 30%). This underlines the effect of other agrosystems characteristics such as cloudiness, crop diversity, and calendar on the ability to perform accurately. All methods have potential for large area cropland mapping as they provided accurate results with 20% of the calibration data, e.g. 2% of the study area in Ukraine. To better address the global cropland diversity, results advocate movement towards a set of cropland classification methods that could be applied regionally according to their respective performance in specific landscapes.

CONTACT
François Waldner
francois.waldner@uclouvain.be

© 2016 The Author(s). Published by Informa UK Limited, trading as Taylor & Francis Group. This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
1. Introduction

Covering about 12% of the Earth’s land surface, cropland experienced tremendous expansion in area and uneven geographical reallocation in the past decade (Foley et al. 2011). Agricultural lands are changing continuously and intensively under the context of global warming and anthropogenic transformation. When addressing food security, accurate mapping of cropland at both global and local scales is crucial for the scientific community, governments and non-government agencies, farmers, and other stakeholders (Olofsson et al. 2012; Pflugmacher et al. 2011; Fritz and See 2008; Giri et al. 2013; Wu et al. 2014; Husak et al. 2008; Thenkabail and Wu 2012). In many food-insecure regions, understanding and characterizing agricultural production remain a major challenge (Fritz, See, and Rembold 2010). The location and extent of agricultural lands are used as baseline information for crop production monitoring, regardless of the scale (Justice and Defourny et al. 2007). Moreover, such crop maps would be particularly helpful in regions where reliable information on agriculture is inconsistent over time due to the limited extent of agricultural surveys or to the insecure access to terrain as a result of political instability or wars (Delrue et al. 2013; Hannerz and Lotsch 2006). Timely delivered crop maps may provide objective information and prove to be a useful tool for decision-making in cropland management and in early warning systems (e.g. Global Information and Early Warning System on Food and Agriculture (GIEWS), Famine Early Warning Systems Network (FEWS-NET)) (Delrue et al. 2013; Hannerz and Lotsch 2006; Vancutsem et al. 2012).

Satellite remote sensing proved to be an important tool for crop mapping (Wu et al. 2008; Barrett 2013; Gallego et al. 2014) as it allows to map the cropland area and crop distribution across scales. Since the launch of Landsat-1, satellite imagery has been included in crop inventory (Allen 1990; Battese, Harter, and Fuller 1988). Since then, a large variety of methods for mapping cropland and its changes have been devised (Alcantara et al. 2012; Estel et al. 2015). Nowadays, the Cropland Data Layer (CDL) – a 30 m annual crop-specific crop-type map based on decision tree, ground truth, and other ancillary data, such as the National Land Cover Data set (Boryan et al. 2011) – produced by the National Agricultural Statistics Service (NASS) of the US Department of Agriculture (USDA), counts amongst the most advanced operational satellite-based crop inventory programmes. Other methods found in the literature include unsupervised approaches (Biradar et al. 2009; Dheeravath et al. 2010; Vintrou et al. 2012a) to supervised methods such as decision trees (Pittman et al. 2010; Shao and Lunetta 2012), Support Vector Machine (Shen et al. 2011; Shao and Lunetta 2012; Lambert, Waldner, and Defourny 2016), Random Forest (Watts et al. 2009; Müller et al. 2015), neural networks (Kussul et al. 2015; Skakun et al. 2015), data mining (Vintrou et al. 2013), or a combination of hard and soft classifiers (Pan et al. 2012). Considerable attention has also been devoted to optimizing the selection of the dates (Murakami et al. 2001; Van Niel and McVicar 2004; Löw et al. 2013; Conrad et al. 2014) used for the classification or to derive adequate temporal features (Xiao et al. 2005; Arvor et al. 2012; Zhong, Gong, and Biging 2014; Müller et al. 2015; Waldner, Canto, and Defourny 2015; Matton et al. 2015). Studies such as those of Foerster et al. (2012) and Conrad et al. (2010) found that the crop calendar was especially helpful for crop mapping. Also, the selection of a pixel-based or object-based approach influences both the performance of classifiers and the
quality of crop maps (Conrad et al. 2011; Peña-Barragán et al. 2011; Matton et al. 2015). Efficient annual cropland mapping approaches for operational crop monitoring must comply with several requirements such as timeliness, accuracy, a high degree of automation, and cost-effectiveness (Waldner et al. 2015b). Those requirements constrain the range of the usable approaches.

Another important factor that affects the accuracy of crop maps is the spatial resolution of the imagery. In fact, the spatial resolution itself can be a source of bias in classification (Boschetti, Flasse, and Brivio 2004) as well as in area estimation (Ozdogan and Woodcock 2006; Soares, Galvão, and Formaggio 2008). The importance of the bias is directly linked to the spatial fragmentation of the agricultural system of interest and the class definition (Ozdogan and Woodcock 2006; Soares, Galvão, and Formaggio 2008). For instance, Vintrou et al. (2012a) highlighted that the accuracy of MODIS-derived maps of contrasted Malian agrosystems was linearly correlated (coefficient of determination of 0.8) with the fragmentation (defined by the mean patch size index). The net effect is that for the same spatial resolution, some places will exhibit much larger errors than others, depending on landscape spatial structure. Cushnie (1987) investigated the effect of spatial resolution and degree of internal variability within land-cover types on classification accuracies. Classification accuracies within internally homogeneous classes were found to be high at all spatial resolutions from 5 to 20 m. In contrast, classification accuracies of land-cover types characterized by a high degree of internal variability improved by up to 20% as spatial resolution was coarsened because the proportion of scene noise was reduced. Duveiller and Defourny (2010) presented a conceptual framework to define quantitatively the spatial resolution requirements for both crop area estimation and crop growth monitoring based on user-defined constraints. The methodology focused on how fields of specific crops are seen by instruments of different resolving power accounting for the point spread function of the sensor. It relied on the concept of pixel purity, e.g. the degree of homogeneity of a pixel with respect to the target crop. In the domain of crop classification, Löw and Duveiller (2014) investigated the question of determining the optimal pixel size as finding the coarsest acceptable pixel sizes. Building upon Duveiller and Defourny (2010), the authors defined three criteria (sample size, classification uncertainty, and accuracy) to identify the appropriate pixel size and purity. They demonstrate that there is no one-size-fits-all solution to the optimum pixel size problem: it is specific to a given landscape.

To foster method inter-comparisons, the Joint Experiment of Crop Assessment and Monitoring (JECAM) was created by the Group on Earth Observation Global Agriculture Monitoring Community of Practice. Its overarching goal is to reach a convergence of approaches, develop monitoring and reporting protocols and best practices for a variety of global agricultural systems. JECAM enables the global agricultural monitoring community to compare results based on disparate sources of data, using various methods, over a variety of global cropping systems. To that aim, the JECAM network has adopted a shared definition of the cropland that matches the Food and Agriculture Organization’s (FAO) Land Cover Meta Language. The general definition of annual cropland (including area affected by crop failure) could be as follows: the annual cropland is a piece of arable land that is sowed or planted at least once within a 12-month period. In the context of global mapping, the identification and the validation of the
cropland class is limited by the resolutions of the remote-sensing imagery. A specific definition is then proposed: the annual cropland from a remote-sensing perspective is a piece of land of minimum 0.25 ha (minimum width of 30 m) that is sowed/planted and harvestable at least once within the 12 months after the sowing/planting date. The annual cropland produces an herbaceous cover and is sometimes combined with some tree or woody vegetation. There are three known exceptions to this definition. The first concerns the sugarcane plantation and cassava crop, which are included in the cropland class although they have a longer vegetation cycle and are not yearly planted. Second, taken individually, small plots such as legumes do not meet the minimum size criteria of the cropland definition. However, when considered as a continuous heterogeneous field, they should be included in the cropland. The third case is the greenhouse crops that cannot be monitored by remote sensing and are thus excluded from the definition.

As there is a compelling need for accurate cropland maps, the overarching objective is to compare the accuracy of cropland mapping methodologies and test their genericity across the globe. This experiment involves five JECAM sites located in Russia, Ukraine, Argentina, China, and Brazil. Those sites present contrasting growing conditions and characteristics, yet they all have a medium to large average field size. Over time, different classification methods have emerged according to the peculiarities of each cropping system by their respective research teams. Throughout this article, classification methodology encompasses both the satellite data preparation (indices, temporal features) and the classification algorithm itself. To isolate the effect of the methodology, input satellite data were the same for different test sites, and methodologies proposed by the different teams were evaluated on the same calibration and validation data for particular test sites. In order to support the global mapping efforts, this research specifically aims at:

1. evaluating the performance of the classification methods in order to identify their strengths and limitations across a variety of landscapes as well as to evaluate their genericity;
2. quantifying the share of error due to the method itself and the spatial resolution of the data used;
3. assessing the robustness of the methodologies in various agrosystems as an indicator of the potential for upscaling to larger scales with a focus on the spatial or temporal resolutions.

Finally, recommendations for future classification method benchmarking and comparison are also expected to be highlighted.

2. Materials

2.1. Study sites

This study considers five test sites with medium to large average field size but contrasted crop diversities, management practices, and crop calendars. Two of them are located in South America (Brazil and Argentina), while the remaining three are located in Asia and Europe (China, Russia, and Ukraine) (Figure 1(a)).
Figure 1. Location of the JECAM sites and illustration of their diversity with false colour composites (near-infrared, red, green). (a) The red dots locate the five sites overlaid over the Unified Cropland Layer (Waldner et al. 2016) in green. Representative zooms of Landsat-8 false colour composites (near-infrared, red, green) in (b) Argentina, (c) Brazil, (d) China, (e) Russia, and (f) Ukraine.
The Argentinian site (100 by 90 km) is located in the Rolling Pampas, a sub-region of the Pampas with gentle slopes (lower than 3%) and rivers (Figure 1(b)). Soils are mostly mollisols with a deep surface layer of high organic matter content. The climate is humid temperate with a homogeneous precipitation regime and an annual mean of about 1000 mm. The dominant crops are soya bean, maize, and wheat (Figure 2). Wheat can be planted as early as June and until the end of July and August. The heading occurs in mid-October, and its harvest occurs at the beginning of December. Wheat can be followed by a so-called late soya bean (sown in December and harvested in April) which would thus result in double cropping systems. Early soya bean and maize are mostly planted as a single-season crop. In these cases, soya bean is planted in November and harvested in March/April whereas maize planted in October and harvested in March. Late maize crops can be planted in December after a fallow or after a winter crop. Agriculture is developed under no-till systems (only a reduced till is done together with planting leaving crop residues over soil surface) and mostly without irrigation. Typical field size is 20 ha but there is a high variability in plot size. Non-cropland areas are mostly for forage including pastures and grasslands.

In Brazil, the site (80 km by 95 km) is located in the state of São Paulo close to the city of Itatinga (Figure 1(c)). Soils are mainly deep Ferralsols in the area, with local variations of clay content. The climate is humid tropical with a mean temperature of 19°C and precipitations of 1390 mm measured in the past 20 years at the nearby Itatinga Experimental Station of the University of São Paulo. Temperatures and precipitations are lower from June to September, with temperature below 5°C several days each year. The land cover is dominated by cropland, pastures, planted and natural forests, and waterbodies. Annual crops are dominated by soya bean and maize, with two cultivation cycles per year in monoculture or successions (Figure 2). Some of the fields are irrigated with pivot. Sugarcane, which is perennial but has an annual harvesting cycle, is also largely planted in this area. The first harvest of sugarcane occurs around 18 months after plantation, and after that the harvest is annual and occurs mainly between September and November. The size of the parcels is generally between 50 and 150 ha. Permanent

![Figure 2](image_url). Calendars for the dominant crop types of the five study sites (source: FAO/Global Information and Early Warning System on Food and Agriculture). Considered crops are maize, soya bean, spring barley (s. barley), sugar beet, sunflower, spring cereals (s. cereals), and winter wheat (w. wheat).
pastures and grasslands are present on the east of the area. Forest plantations, mainly eucalyptus and pine, also share a large part of the area, and are harvested by clear cuts. The Chinese site (75 km by 60 km) is located near the city of Yucheng in the northwest province of Shandong (Figure 1(d)). According to the long-term observation data from the Yucheng Integrated Agricultural Experimental Station, the area has a temperate, semi-arid monsoon climate, with mean annual temperature of 13.1°C and precipitations of 582 mm concentrated from late June to September. The land cover is dominated by cropland, forest, and urban areas, with smaller areas of water and grassland. The dominant crop rotation starts typically with winter wheat followed by summer maize (Figure 2). The sowing of winter wheat concentrates in early October and the harvest usually concludes in mid-June the following year. Summer maize is sown in mid-June, right after the harvest of winter wheat, and harvested at the end of September to early October. The annual cycle is then repeated (Meng, Du, and Wu 2013). Tillage practices vary from intensive tillage with very low residue cover to conservation tillage (including no-till) with little disturbance of the residue (Miao, Qiangzi, and Bingfang 2012). Typical field size ranges from 0.2 to 0.8 ha at the site. Overall, the JECAM in Shandong province is representative of North China Plain farming practices.

The Russian JECAM site (60 km by 85 km) is located in the krai of Stavropol (45° 09’ N, 42° 08’ E), one of the most important agricultural region in Russia (Figure 1(e)). The climate varies from arid continental to humid continental with yearly average temperature up to 10°C and mean annual precipitation of 560 mm. The landscape is dominated by rolling hills with wide floodplains. The terrain is mostly flat with slopes ranging from 0% to 2%; nearly 15% of the territory is hilly with slopes more than 2%. Effects of soil erosion and desertification – typical for the eastern part of the krai – are negligible at the study site. The dominating crops are winter wheat, spring and winter barley, peas, soya bean, sunflower, winter rape, and perennial grasses with a strong winter crop prevalence (Figure 2). The typical field sizes range from 30 to 130 ha. There are four main crop rotation types with several sub-types; changing from 2-years cycle with winter wheat and clean fallow in the arid eastern parts to 8-year cycle including clean fallow, winter wheat, sugar beet, fodder maize, sunflower, spring barley, and grain maize in the central and western parts.

The test site in Ukraine (150 km by 110 km) is located in the region of the Kyiv oblast (50° 0’ N and 30° 16’ E) (Shelestov et al. 2013; Kussul et al. 2014) (Figure 1(f)). The climate in the region is humid continental with approximately 709 mm of annual precipitations. Landscape is mostly flat terrain with slopes ranging from 0% to 2%; near 10% of the territory is hilly with slopes about 2–5%. Land-cover classes are quite heterogeneous including croplands, forests, grassland, rivers, lakes, and wetlands. Forests and grasslands dominate its northern part, while the central and southern parts are agriculture-intensive areas. The crop calendar is September–July for winter crops, and April–October for spring and summer crops (Figure 2). Dominant crop types include maize (25% of total cropland area in 2013), winter wheat (16%), soya beans (13%), vegetables (10%), sunflower (9%), spring barley (7%), winter rapeseed (4%), and sugar beet (1%). Due to the relatively large number of major crops and other factors, there is no typical simple crop rotation scheme in this region. Most farmers use different crop rotations depending on specialization. Fields in the region are quite large (except family gardens) with a size ranging up to 250 ha.
2.2. In situ data

For each site, land-cover classes were reduced to a binary cropland/non-cropland legend according to the cropland definition (see Section 1). Every data set collected by each JECAM site institution was also randomly divided into a calibration set (50% of the polygons) to train the classifiers and testing set (the remaining 50% of the polygons) for validation purposes (Table 1). This calibration/validation separation was kept for all algorithms and samples were selected in a way so as to ensure no overlap between training and testing sets.

2.2.1. Argentina

From the 1 June 2013 to the 31 May 2014, several on-road surveys were performed to register the land use and the geolocation at several points. Field boundaries were generated later on thanks to very high resolution imagery and assigned to the different classes according to the field observation points. A total of 348 polygons were generated (282 cropland and 66 non-cropland polygons).

2.2.2. Brazil

Land-use land-cover surveys were performed in December 2014 by collecting data along roads that covered the main part of the site area. A land-cover class was assigned to most of the large fields clearly identifiable from the road, and according to JECAM’s nomenclature. A total of 847 field measurements were collected, from which 326 were within the area selected for this study to have the highest diversity in terms of land cover. A total of 13 different land cover has been found in more than three records, at the highest precision level (crop species). When the soil was bare, the previous crop was identified from residuals left inside the field when possible; this crop was considered as the final class. This was done because some bare soil could be found either on cropland or non-cropland land cover. The coordinates of the centre of each field was measured with a global positioning system (GPS) device, and the polygon of the field was obtained later by visual image analysis. Polygons of the field corresponding to each GPS point was delineated on eight Landsat and DEIMOS images acquired between September 2013 and November 2014.

2.2.3. China

Field work was carried out in mid-May and late August 2014. The field surveys were based on RapidEye imagery acquired in June 2012. The crop types of the sampled fields and other land-cover types were recorded using handheld GPS, and the polygon of the corresponding

<table>
<thead>
<tr>
<th>Site</th>
<th>Area (ha)</th>
<th>Cropland proportion (%)</th>
<th>Area covered by objects (%)</th>
<th>Number of objects</th>
<th>Proportion of cropland objects (%)</th>
<th>Mean cropland object size (ha)</th>
<th>Mean non-cropland object size (ha)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Argentina</td>
<td>774002</td>
<td>60</td>
<td>1.13</td>
<td>348</td>
<td>81.0</td>
<td>27.1</td>
<td>16.5</td>
</tr>
<tr>
<td>Brazil</td>
<td>507728</td>
<td>68</td>
<td>3.68</td>
<td>847</td>
<td>36.0</td>
<td>21.3</td>
<td>22.4</td>
</tr>
<tr>
<td>China</td>
<td>360802</td>
<td>54</td>
<td>0.46</td>
<td>92</td>
<td>48.9</td>
<td>17.7</td>
<td>18.7</td>
</tr>
<tr>
<td>Russia</td>
<td>362487</td>
<td>59</td>
<td>14.57</td>
<td>588</td>
<td>83.7</td>
<td>77.1</td>
<td>154.9</td>
</tr>
<tr>
<td>Ukraine</td>
<td>1135346</td>
<td>76</td>
<td>2.21</td>
<td>608</td>
<td>74.0</td>
<td>46.9</td>
<td>25.2</td>
</tr>
</tbody>
</table>
land-cover types were drawn according to very high resolution imagery. Based on the field survey, six classes including winter wheat, cotton, vegetables, tree, fallow land, and non-arable land were identified. Non-arable land areas include residential area, road, and water-body. The sample points from wheat and maize yield measurement survey were also used to enrich the field samples. Those points were expanded to polygon samples based on the segmentation of a high-resolution satellite image. One Chinese Satellite GaoFen-1 (GF-1) Wide Field Imager (WFI) data was acquired in 26 May 2014 over China site at peak growing stage. WFI data is at 16 m resolution with three visible bands (red, green, and blue) and one short-wave infrared band (Li et al. 2015). Objects were generated by means of a multi-scale segmentation based on a region-growing technique (Benz et al. 2004; Delfiens 2009). To improve the performance of the segmentation, the Constrained Spectral Variance Difference (CSVD) and edge penalty were used. With the CSVD, large objects are preserved as integral entities meanwhile small objects can still be effectively delineated (Chen et al. 2015).

2.2.4. Ukraine

Ground surveys were conducted in June 2014 to collect data on crop types and other land-cover classes. Data were collected along roads using mobile devices with built-in GPS. Each land/crop cover observation was associated with a polygon whose vertices were measured in situ.

2.2.5. Russia

Field data collection was fulfilled during the year 2014, when field surveys data as well as farmers’ remotely verified information was aggregated. Each local farm surveyed provided spatial information on field limits and the corresponding crop types within borders of their competence. Exact field boundaries were reconstructed from Landsat images for the year 2014. Crop type information was validated using MODIS seasonal time-series, when objects with suspicious phenology or one different from class majority were separated. These fields preserved cropland class, but crop type information was suspended. There were 495 fields collected within Stavropol krai borders, encompassing 12 main crop types covering more than 90% of krai’s crop sown area. Since only cropland data was accumulated during these surveys, additional efforts were aimed at non-cropland data collection for the benchmarking experiment. Seasonal Landsat data over test area was processed by phenologically based segmentation routine, which provided homogeneous areas, occupied by a single vegetation class. Such segmentation results were compared with TerraNorte RLC map (Bartalev et al. 2011) to select non-cropland class segments. Phenologically stable and sizable segments were manually selected to provide statistical balance between crop and non-cropland class over test area.

2.3. Satellite data

From daily quality controlled reflectance values of Moderate Resolution Imaging Spectroradiometer (MODIS) Terra and Aqua (MOD09Q1, MYD09Q1, MOD09GA, and MYD09GA), 7-day mean composites were produced according to the procedure developed by Vancutsem et al. (2007). The mean compositing reduces the bidirectional reflectance distribution function effects and atmospheric artefacts, produces spatially homogeneous cloud-, shadow-, and snow-free composites with good radiometric
consistency and does not require model adjustment or additional parametrization. Even though the year of interest is 2014, some temporal features (see Section 3.1.4) require multi-annual data to be derived. Hence, MODIS time-series from 2008 to 2014 were downloaded. Only the red and the near-infrared channels and information derived from those two channels were considered for further analysis so that the composites had a spatial resolution of 250 m.

High-resolution (30 m) cloud-free DEIMOS and/or Landsat-8 imagery was acquired over each site (Table 2). For each site, a random forest algorithm (Breiman 2001) was trained with all the in situ data available to produce a high-resolution reference cropland map. As all the field data was used for the training, the accuracy of each reference map was assessed with the out-of-bag (OOB) error (Table 2). The OOB corresponds to the mean prediction error on each training subsample of a random forest, using only the trees that did not have this particular subsample in their bootstrap sample. It was found that the random forest OOB error significantly underestimates error, can differ from independent error estimates, and is highly sensitive to the size of the training data set, which should be as large as possible (Millard and Richardson 2015). Nonetheless, as the purpose was to generate high-resolution reference cropland maps, it was chosen to minimize the errors at the expense of a reliable accuracy estimate by using the entire in situ data set for training. Therefore, the estimates provided below might suffer from an optimistic bias (Hammond and Verbyla 1996). The accuracy of high-resolution cropland maps was further checked visually with very high resolution imagery. It should be noted that because of the high-resolution image availability, the high-resolution maps do not systematically offer a wall-to-wall coverage of the JECAM sites. The coverage remains above 80% in any case.

3. Methodology

The processing steps from the feature extraction to the classification and its assessment are henceforth described. Section 3.1 describes the five classification methods that are benchmarked; Section 3.2 presents the different techniques used for validation (accuracy indicators, McNemar’s tests and Pareto boundary analysis), while Section 3.3 describes how the sensitivity of the map accuracy to a reduction of the training data set size was assessed.

Table 2. High-resolution imagery used to generate the reference cropland map for each site and their coverage with respect to the MODIS imagery.

<table>
<thead>
<tr>
<th>Site</th>
<th>Dates of Landsat imagery</th>
<th>Dates of DEIMOS imagery</th>
<th>OOB error (%)</th>
<th>Coverage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Argentina</td>
<td>11 May 2013; 1 June 2014; 3 July 2014</td>
<td>15 May 2014</td>
<td>1.46</td>
<td>92.8</td>
</tr>
<tr>
<td>Brazil</td>
<td>8 September 2013</td>
<td>22 March 2014; 7 April 2014</td>
<td>5.53</td>
<td>80.6</td>
</tr>
<tr>
<td>China</td>
<td></td>
<td>10 October 2013; 4 April 2014</td>
<td>6.29</td>
<td>85.5</td>
</tr>
<tr>
<td>Russia</td>
<td>10 October 2013; 4 April 2014</td>
<td></td>
<td>2.64</td>
<td>99.7</td>
</tr>
<tr>
<td>Ukraine</td>
<td></td>
<td>18 April 2014; 8 May 2014; 6 June 2014</td>
<td>1.36</td>
<td>100</td>
</tr>
</tbody>
</table>
3.1. **Classification methods**

The flowcharts in Figure 3 may guide the reader throughout the following descriptions of the five classification methodologies. Here, it is understood that they encompass both the satellite data preparation (indices, temporal features) and the classification algorithm itself. Hence, for the sake of clarity and conciseness, each method is presented in two steps: (1) feature extraction and (2) classification itself.

3.1.1. **Time-series analysis and ensemble classification**

The time-series analysis and ensemble classification (TSAEC; Figure 3(a)) approach proposed by INTA analysed MODIS time-series using Timesat (Jönsson and Eklundh 2004), a
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**Figure 3.** Flowchart describing the five selected cropland classification methods: (a) time-series analysis and ensemble classification (TSAEC), (b) Neural Network Ensemble (NNE), (c) Decision Tree (DT) classification, (d) Large-Scale Arable Lands Mapping method (LSAM) and (e) knowledge-based cropland classifier (KBC²).
software that extracts seasonal features from time-series at the pixel-level by fitting an adaptive Savitzky–Golay filter – a Gaussian model or a polynomial function – to the data. Timesat generates a set of parameters that can be associated with plant growth dynamics: green up and end of growing season, base and peak of vegetation index values, peak time, integral under the curve, left and right side curve slope). Then, five supervised classification methods were trained and applied on these temporal features: Maximum Likelihood, Support Vector Machines, Random Forest, LOGIT regression, and Neural Networks. Training samples of 75% of polygons were randomly selected five times to avoid any spurious effects driven by sub-sample selection. The final classifications result from 25 classifications (5 classifiers and 5 repetitions) combined by majority voting, i.e. each pixel is assigned to the most frequent class among 25 classifications.

3.1.2. Neural network ensemble

The Neural Network Ensemble (NNE; Figure 3(b)) approach developed by the Space Research Institute (SRI) combines unsupervised and supervised neural networks for missing data restoration and supervised classification, respectively. First, self-organizing Kohonen maps (SOMs) are applied to restore missing pixel values due to clouds and shadows in a time series of satellite imagery. SOMs are trained for each spectral band separately using non-missing values only. Missing values are restored through a procedure that substitutes input sample’s missing components with SOM neurons weight coefficients (Latif et al. 2008; Skakun and Basarab 2014). After missing data restoration, a supervised classification is performed to classify multi-temporal satellite images. For this, a committee of neural networks (NNs), in particular multilayer perceptrons (MLPs), is utilized to improve performance of individual classifiers. The MLP classifier has a hyperbolic tangent activation function for neurons in the hidden layer and logistic activation function in the output layer. The cross-entropy (CE) error function was used for the training and minimized by means of the scaled conjugate gradient algorithm by varying weight coefficients. A committee of MLPs was used to increase performance of individual classifiers (Kussul et al. 2015; Skakun et al. 2015). A committee was formed by using MLPs with different parameters (number of neurons in a hidden layer) trained on the same training data. This approach is rather simple, non-computation intensive, and proved to be efficient for other applications (Meier et al. 2011).

Outputs from different MLPs are integrated using the technique of average committee. Under this technique the average class probability over classifiers is calculated, and the class with the highest average posterior probability for the given input sample is selected. The average committee procedure has advantages over majority voting technique in two particular aspects: (i) it gives probabilistic output, which can be used as an indicator of reliability for mapping particular pixel or area; (ii) it does not have ambiguity when two or more classes give the same number of votes. This approach was applied to the MODIS time-series to discriminate cropland versus non-cropland areas. Time-series of red and near-infrared were directly used as features. For each test site, images with strong cloud contamination (>60%) are removed while others are used for classification. Still, missing values remain, and these values are restored using SOMs. Since cropland and non-cropland classes were unbalanced for all test sites, replication procedure was applied in order to ensure that different classes were equally presented. A committee of neural networks was composed of four neural networks with different number of
neurons in a hidden layer. It should be noted that in the NNE approach data are directly input to the neural networks, whereas within other approaches different features are manually engineered for discriminating cropland versus non-cropland.

3.1.3. Decision tree classification
In the Decision Tree (DT; Figure 3(c)) classification approach developed by the Institute of Remote Sensing and Digital Earth (RADI), the MODIS time-series were not direct inputs for the classification as it was reported that an increase in the number of input data might have a negligible or even negative effect in terms of accuracy (Miao, Qiangzi, and Bingfang 2012). In order to avoid such issues and to reduce the computing time, four temporal features were extracted from smoothed normalized difference vegetation index (NDVI) temporal profiles: the maximum vegetation index values observed at the date of the peak, the average vegetation index during the growing season as well as the green-up ratio and withering ratio. The green-up ratio is defined as the average green-up speed from the time of emergence to the peak of vegetation and withering ratio stands for the average slope after growing peak. Cropping intensity derived from time-series NDVI data is also considered to identify cropland and non-cropland. For pixels with two growing seasons, four temporal features were only extracted from the first growing season. The smoothing was achieved by applying a Savitzky–Golay filter (Savitzky and Golay 1964; Tsai and Philpot 1998). Based on the extracted parameters and the training samples, a decision tree was generated using Classification and Regression Tree (CART) algorithm and applied to the whole study area to produce a land-cover map.

3.1.4. Large-scale arable lands mapping method
The TerraNorte Large-Scale Arable Lands Mapping method (LSAM; Figure 3(d)) exploits differences between the spectral reflectance intra- and inter-annual changes of arable lands and other land-cover types (Bartalev, Plotnikov, and Loupian (2016)). It involves a set of three satellite data-derived phenological metrics (the Shortest Growing Period Index, the Crop Emergence Multi-year Index and the Accumulated Minimum Multi-year Index) generated using 6-year-long time-series of the perpendicular vegetation index (PVI) with the index values computed as follows (Plotnikov, Bartalev, and Egorov (2010):

\[
PVI = -0.74R_1 + 0.67R_2 - 0.034,\]

where \(R_1\) and \(R_2\) stand for spectral reflectance in red and NIR bands of MODIS, respectively. These phenological metrics are devoted to ensure the highest separability between arable lands and other land-cover types. The spatial invariance concerning soil and crop types, weather and climate conditions, and farming practices is also among the key requirements for the phenological metrics, which have been designed as described below. The shortest growing period index (SGPI) is the phenological metric estimated as follows:

\[
SGPI = \min_{1 \leq N}(t_L - t_F)
\]

where \(N\) is the number of years, \(t_L\) and \(t_F\) are the last and the first moments in time when the PVI curve encounters the seasonal half-maximum PVI value, respectively:
with \( \text{max}(\text{PVI}) \) being the maximum seasonal PVI value during the given year. Since several encounters with a reference line could occur (if several seasons are present, for instance), the closest to the peak are selected. The Crop Emergence Multi-year Index (CEMI) retrieves the multi-year minimum of accumulated PVI within the spring time-window using the following formula:

\[
\text{CEMI} = \min_{1 \ldots N} \sum (\text{PVI}).
\]  

Spring time-window in this case is from 1st January to 15th June for Northern Hemisphere and half-yearly shifted for Southern Hemisphere. The Accumulated Minimum Multi-year Index (AMMI) values are derived from PVI time-series data as described below:

\[
\text{AMMI} = k - \frac{\sum_{i=1}^{N} (\text{PVI})_{\text{min}}^{i}}{\sum_{i=1}^{N} (\text{PVI})_{\text{mean}}^{i}}
\]

where \((\text{PVI})_{\text{min}}^{i}\) and \((\text{PVI})_{\text{mean}}^{i}\) are the minimum and mean values within the summer time-window, respectively, and \(k\) is an arbitrary constant exceeding 1. Summer time-window corresponds to 20 May to 1 September for Northern Hemisphere and half-yearly shifted for Southern Hemisphere.

LSAM is based on multi-year time-series of MODIS data and was tailored to show best performance at large (continental) scales (Bartalev, Plotnikov, and Loupian 2016). The arable lands mapping method utilizes the Locally Adaptive Global Mapping Algorithm (LAGMA) developed by the Space Research Institute of Russian Academy of Sciences (IKI), which is a supervised classification technique considering the spatial variability of intra-class spectral properties (Bartalev et al. 2014). This time-series length allows for the mapping of multi-annual grasslands within the arable lands, considering that crop rotation typically includes grasses for up to five years. Large area mapping requires consideration of the variability of land-cover spectral-temporal properties due to the climate gradient and differences in farming techniques. The LAGMA method meets the requirements of large-scale mapping through the locally adaptive grid-based land-cover classification with class signatures estimated in the classifying pixels’ surroundings. LAGMA uses preliminarily set decision rule in every cell with parametric (e.g. Euclidean distance, Maximum Likelihood, etc.) or non-parametric (e.g. Neural Networks, Random Forest, etc.) classifier as an option. Simple Maximum Likelihood Classifier with no prior information was used in this case. This particular benchmarking experiment was performed in limited areas, so LAGMA adaptability is not manifested here. Instead, the phenological metrics and the classifier are completely responsible for LSAM performance in this specific case.

3.1.5. Knowledge-based cropland classification

The knowledge-based cropland classification (KBC\(^2\); Figure 3(e)) is a two-step algorithm based on the work of Waldner, Canto, and Defourny (2015). First, five temporal features
were extracted based on the knowledge of the expected crop spectral-temporal trajectory (Waldner, Canto, and Defourny 2015; Matton et al. 2015): typically annual herbaceous crops (i) grow on bare soil either resulting from a previous harvest or soil preparation, (ii) have a higher growing rate than natural vegetation, (iii) have a well-marked peak of photosynthetically active vegetation and (iv) have a sharp reduction of green vegetation due to harvest or senescence. As bare soil has a higher red reflectance compared to vegetation, the date of maximum red was also included after showing its great potential to discriminate bare soil after harvest. Reflectances and NDVI time-series were analysed on a pixel basis to identify the dates corresponding to the maximum red, the minimum NDVI as well as the maximum positive and negative slopes of the NDVI curve were extracted. Then, the corresponding reflectances at these dates were composited. The final temporal features are thus the reflectances observed when: (a) the red reflectance is maximum, (b) the NDVI is maximum, (c) the NDVI was minimum, (d) the positive slope (growth), and (e) negative slope (harvesting or withering) of the NDVI time-series are maximum. Second, a Support Vector Machine with (SVM) (Vapnik 2000) classifier with a radial basis kernel function was trained with the features extracted at the in situ location and with the corresponding label. The cost-support vector classification was trained with Gaussian radial basis kernel functions whose widths were defined using heuristics (Caputo et al. 2002) in order to ensure a high level of automation.

3.2. Accuracy assessment

3.2.1. Confusion matrix and accuracy indices

Each method was applied on each site and 50% of the in situ data served for the validation of the maps. Validation objects were rasterized in a 30 m resolution grid and then aggregated at 250 m in order to provide the pixel purity. Only pixels with a purity of 75% or more were kept for further analysis. The accuracy assessment of the maps relied on confusion matrices from which traditional accuracy measures were extracted such as the overall accuracy, the omission and confusion errors (OE and CE) as well as the $F$-score. The $F$-score is a class-specific accuracy indicator and is thus not contaminated by information from other classes. It is computed as the harmonic mean of users’ accuracy and the producers’ accuracy, and reaches its highest value at 1. More recent accuracy measures such as the quantity disagreement (QD) and allocation disagreement (AD) were also extracted as they are complementary to the overall accuracy (Pontius and Millones 2011). These two measures are in fact finer description of the overall error ($\text{OA} + \text{QD} + \text{AD} = 100\%$). The allocation disagreement is defined as the disagreement value that ‘is due to the less than optimal match in the spatial allocation of the categories’ while the quantity disagreement is the part of disagreement ‘due to the less than perfect match in the proportion of the categories’.

As all landscapes are strongly dominated by cropland, a hypothetical map that would only contain cropland pixels would reach a high overall accuracy and not be sanctioned because the amount of possible misclassifications is marginal. To correct for this bias, the overall accuracy was weighted by the respective class proportion in the landscape ($\text{OA}_w$) derived from high-resolution maps. To further take into account this asymmetry in class proportion, a second set of confusion matrices was also derived constraining equality of the non-cropland and cropland classes sets. Ten subsets were randomly
selected and used for the computation of the accuracy measures along with their variations.

Pairwise McNemar’s tests (McNemar 1947) – tests to determine whether there is marginal homogeneity – were computed to evaluate if two classifiers had the same error rates. McNemar’s test relies on a \( \chi^2 \) test that compares the distribution of discordant classifications between two methods. If the \( \chi^2 \) result is significant, this provides sufficient evidence to reject the null hypothesis, in favour of the alternative hypothesis that the two error rates are different, which would mean that the marginal proportions are significantly different from each other.

### 3.2.2. Pareto boundary analysis

One of the major drawbacks of the confusion matrix is that it does not consider contextual influence of mixed pixels on the product accuracy (Boschetti, Flasse, and Brivio 2004). Besides, when validating coarse resolution products with higher spatial resolution reference maps, the assumption of equal spatial resolution between the reference and the product is violated. The Pareto boundary method is an alternative to deal with these shortcomings (Boschetti, Flasse, and Brivio 2004). The difference in spatial resolution between high- and low-resolution data is referred to as the coarse-resolution bias. The resolution bias sets down the omission and commission errors as conflicting objectives. Effectively, residual error after classification cannot be avoided. Any attempt to reduce the commission errors will inevitably lead to an increase of the omission errors and conversely. The Pareto boundary determines the minimum omission and commission errors that could be attained jointly and represents such a lower limit as a boundary. This technique has already been applied successfully to the field of cropland mapping (Vintrou et al. 2012a), but also to Desert Locust habitat monitoring (Waldner et al. 2015a) and burned area identification (Mallinis and Koutsias 2012).

To generate the Pareto boundary, the high-resolution reference maps – assumed to be error free – were degraded to the low-resolution pixel size. Each new pixel value corresponds to the percentage of high-resolution pixels of the class of interest. A set of low-resolution product can be obtained by thresholding the low-resolution reference map. For each threshold defining the percentage for which a pixel is considered as vegetation, the pair of efficient error rates OE/CE is computed. The line joining all these points defines the Pareto boundary of a specific high-resolution reference to a defined low-resolution pixel size. The distance between the product and the boundary indicates the performance of the method. The area under the efficient solution curve indicates the bias due to the spatial resolution. A large area below this curve is obtained in fragmented landscapes, while a smaller area corresponds to more homogeneous landscapes.

### 3.3. Sensitivity of the classification accuracy to the quantity of available calibration data

When it comes to large area mapping, the suitability of a supervised classification method is not limited to its performance in terms of accuracy but also to its efficiency in terms of required calibration data to reach a certain level of accuracy. A classifier can provide highly accurate maps at the local scale but would require too dense of a
sampling to offer the possibility of upscaling to a larger region. When applied to image classification, they can inform a sampling strategy (Champagne et al. 2014). To investigate how the method reacts to different sampling strategies, a systematic reduction of the total reference sample size was carried out. The original calibration data set was progressively and randomly divided into smaller subsets (from 95% down to 10% of its total amount). For each of these bootstrap subsets, the selection was repeated 10 times. The overall accuracy was evaluated systematically with the validation data set and average for the 10 runs. As it was assumed that only the magnitude of the accuracy would differ from site to site and not its variations, this bootstrap analysis was only applied over the Ukrainian site.

4. Results

4.1. Traditional accuracy assessment

The maps produced over the five sites by each method were systematically assessed with 50% of the in situ data that had a pixel purity of at least 75% (Table 2). Overall accuracy figures are scattered from 85% to 98%, most of them being in the range of 90–95%. Users’ and producers’ accuracies are generally around 90% and appear well balanced. Overall, the effect of the site appears stronger than that of the method. Possible causes are proportion of classes, number of polygons for each class (similar results from weighted sampling), polygon size and their spatial distribution but also the specificity of the crop cycles (one or two crops a year). Over China, all methods performed with an accuracy around 90% whereas in Russia and Ukraine the range spans from 94% to 98%. The significant differences of the classification accuracy over the sites illustrate that landscape fragmentation directly impacts the classification. Weighting the overall accuracy by class proportions does not strongly modify its value, the largest difference being less than 1%.

The KBC$^2$ succeeded in classifying the annual cropland in every site with accuracies over 90%. F-scores for the cropland and the non-cropland classes are of the same order of magnitude except for Argentina. In this case, the non-cropland class suffers from large omission errors (38%) compared to the other methods. There is no systematic tendency towards one type of error or the other.

For all the test sites, the overall accuracy of the NNE was larger than 90%: ranging from 90% for the Chinese test site to 98% for the Ukrainian and Russian sites. This approach outperforms other approaches in terms of OA for four out of the five sites: Brazil, Russia, Ukraine, and Argentina.

The overall accuracy using DT method ranged from 84% to 96%. It was found to perform best in Ukraine in terms of overall accuracy and to provide lowest accuracy in Brazil. Users’ accuracy was relatively higher than producers’ accuracies in general, which indicated the user-oriented approach of the DT method. It was noteworthy that the producers’ accuracy for cropland in Brazil and the producers’ accuracy for non-cropland in Argentina fall under 70%. When comparing to the other four methods, DT method showed a moderate performance for Ukraine, Argentina, and China. In Russia, the overall accuracy achieved by DT method was lower than other four methods. In Brazil in
particular, DT method reached lower accuracy than the other methods (84% OA compared with 89–91% by other four methods).

LSAM deals successfully with almost all sites, showing relatively high performances (OA > 90%) comparable to the other methods. The highest accuracy 98% was achieved over Russia. No general trend can be extracted from the analysis of the allocation and quantity disagreement. With the exceptions of Argentina and Brazil, users’ and producers’ accuracies are generally well balanced. Nevertheless, as it can be understood from the nature of the six-year phenological metrics, method deals better with stable agrosystems, i.e. constant presence or constant absence of human interference. On the one hand, if some notable part of recognition or validation data set refers to a changing agrosystem within a six-year time span, the method would probably produce erroneous results. Most of the test sites are in fact stable, except Kiev test site where volatility in field usage was observed: some fields have transition status between ‘used’ and ‘abandoned’ state within a six-year time span. On the other hand, considering six years provide an added advantage of strengthening the signal-to-noise ratio, resulting in high-quality temporal metrics for the classification. LSAM’s phenological metrics are devoted to reveal human interference in the multi-year phenological cycle, called crop rotation process. Metrics themselves were tailored to show best possible performance in continental scale, provided by LAGMA technique, with an OA over Russia equal to 92% and OA over main agricultural regions up to 95% (Bartalev, Plotnikov, and Loupian (2016)). Nevertheless, having reliable large-scale arable lands mapping as a target, LSAM could be outperformed at several local zones taken separately.

Similar to the other algorithms overall accuracy of the TSAEC method varies across sites (from 89% in Brazil to 96% in Ukraine). In most cases, AD exceeds QD with a maximum of difference of 3% in Russia. Generally, F-scores for the cropland class were found higher than those for the non-cropland class, especially in Argentina and Ukraine. In China, this method showed relatively better performance compared to other methods. The time-series analysis method clearly increased the pixels without missing values compared to the use of reflectance only where several missing values due to clouds or snow appeared. Time-series analysis also showed some errors over non vegetated areas (urban areas, waterbodies, and flood plains), as the method assumes that changes in vegetation index are due to vegetation dynamics only.

Pairwise McNemar’s tests were performed to assess if two classifiers had the same error rates (Table 3). If the null hypothesis is correct (the error rate is the same), then the probability that this quantity is greater than $\chi^2_{0.95,1} = 3.84$ is less than 0.05. Thus, if $\chi^2_{0.95,1} > 3.84$, then one can reject with 95% confidence the null hypothesis that the two classifiers have the same error rate. In most cases, the test provides strong evidence to reject the null hypothesis of no method effect. Only in few cases, the test failed to reject the null hypothesis – KBC$^2$ with TSAEC and NNE in Brazil for instance (Table 4(b)). However, the rejection of the null hypothesis as well as $\chi^2$ patterns are inconsistent across landscapes. For instance, the NNE and LSAM methods have a similar error rates in China whereas in Ukraine the $\chi^2$ value reaches 132. Looking at DT and KBC$^2$, the $\chi^2$ statistics range from 6 to 21 and 82 in Argentina, Ukraine, and Russia and was even down to 1 in Brazil. It is nonetheless important to bear in mind that McNemar’s tests simply compare the discordance between to maps regardless of their proportion of concordance. Thus, classifiers might have very high proportion of concordance compared to the proportion of discordance but still have statistically different error rates.
The statistical significance of the site effect and the method effect on the overall accuracy was further assessed using the Kruskal–Wallis test (Kruskal and Allen Wallis 1952), a non-parametric test that assesses whether samples originate from the same distribution without assuming that they follow the normal distribution. The $p$-value for the site effect reached 0.0014, which led to the rejection of the null hypothesis. At the 0.05 significance level, one may conclude for a statistically significant effect of the site whereas the opposite is observed for the method effect ($p$-value = 0.4805). Results support no statistically significant difference across classifiers for classifying cropland/non-cropland in the five considered study sites.

### 4.2. Accuracy assessment accounting for class proportions

Validating with equally populated class samples had a differential impact across sites and methods, sometimes increasing the accuracy and sometimes decreasing it (Table 5). In general, the variances of the accuracy measures remained low and no particular patterns could be highlighted. The largest difference between PAs (22%) for cropland and non-cropland was observed for Argentina (98% against 76%) while the largest difference between UAs was $-12\%$ for China ($85\%$ against 97%). In general $F$-scores for cropland and non-cropland were very similar considering equally populated classes as opposed to what was observed in the previous analysis.

**Table 3.** Accuracy measures for the different sites and algorithms. Overall Accuracy (OA), Quantity Disagreement (QD), Allocation Disagreement (AD), $F$-score for the non-cropland ($FS_{NC}$) and cropland ($FS_{C}$), Producers’ Accuracy for the non-cropland ($PA_{NC}$) and cropland ($PA_{C}$), Users’ Accuracy for the non-cropland ($UA_{NC}$) and cropland ($UA_{C}$) classes.

<table>
<thead>
<tr>
<th>Site</th>
<th>Method</th>
<th>OA (%)</th>
<th>QD (%)</th>
<th>AD (%)</th>
<th>$FS_{NC}$ (%)</th>
<th>$FS_{C}$ (%)</th>
<th>$PA_{NC}$ (%)</th>
<th>$PA_{C}$ (%)</th>
<th>$UA_{NC}$ (%)</th>
<th>$UA_{C}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Argentina</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSAM</td>
<td>90.7</td>
<td>7.7</td>
<td>1.6</td>
<td>69.6</td>
<td>94.5</td>
<td>55.6</td>
<td>99.0</td>
<td>93.1</td>
<td>90.5</td>
<td></td>
</tr>
<tr>
<td>TSAEC</td>
<td>92.7</td>
<td>3.3</td>
<td>4.1</td>
<td>62.4</td>
<td>95.9</td>
<td>75.0</td>
<td>94.2</td>
<td>53.5</td>
<td>97.7</td>
<td></td>
</tr>
<tr>
<td>DT</td>
<td>90.5</td>
<td>7.0</td>
<td>2.5</td>
<td>68.2</td>
<td>94.4</td>
<td>55.2</td>
<td>98.5</td>
<td>89.1</td>
<td>90.7</td>
<td></td>
</tr>
<tr>
<td>NNE</td>
<td>95.5</td>
<td>1.8</td>
<td>2.7</td>
<td>81.7</td>
<td>97.4</td>
<td>76.1</td>
<td>98.4</td>
<td>88.1</td>
<td>96.4</td>
<td></td>
</tr>
<tr>
<td>KBC²</td>
<td>93.6</td>
<td>1.0</td>
<td>5.4</td>
<td>73.0</td>
<td>96.4</td>
<td>70.0</td>
<td>96.9</td>
<td>76.2</td>
<td>95.8</td>
<td></td>
</tr>
<tr>
<td>Brazil</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSAM</td>
<td>90.3</td>
<td>2.4</td>
<td>7.3</td>
<td>93.2</td>
<td>83.2</td>
<td>94.8</td>
<td>79.8</td>
<td>91.6</td>
<td>86.8</td>
<td></td>
</tr>
<tr>
<td>TSAEC</td>
<td>89.5</td>
<td>5.8</td>
<td>4.7</td>
<td>92.5</td>
<td>82.9</td>
<td>96.5</td>
<td>75.7</td>
<td>88.8</td>
<td>91.6</td>
<td></td>
</tr>
<tr>
<td>DT</td>
<td>84.5</td>
<td>6.3</td>
<td>9.3</td>
<td>88.8</td>
<td>74.8</td>
<td>93.0</td>
<td>67.9</td>
<td>84.9</td>
<td>83.2</td>
<td></td>
</tr>
<tr>
<td>NNE</td>
<td>91.6</td>
<td>2.3</td>
<td>6.1</td>
<td>94.1</td>
<td>85.5</td>
<td>95.7</td>
<td>82.1</td>
<td>92.6</td>
<td>89.0</td>
<td></td>
</tr>
<tr>
<td>KBC²</td>
<td>91.2</td>
<td>6.9</td>
<td>2.0</td>
<td>94.0</td>
<td>85.8</td>
<td>98.5</td>
<td>77.26</td>
<td>89.1</td>
<td>96.5</td>
<td></td>
</tr>
<tr>
<td>China</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSAM</td>
<td>90.6</td>
<td>2.9</td>
<td>6.5</td>
<td>89.8</td>
<td>91.3</td>
<td>87.0</td>
<td>93.8</td>
<td>92.7</td>
<td>88.9</td>
<td></td>
</tr>
<tr>
<td>TSAEC</td>
<td>91.2</td>
<td>2.9</td>
<td>5.8</td>
<td>90.5</td>
<td>91.9</td>
<td>87.7</td>
<td>94.4</td>
<td>93.4</td>
<td>89.5</td>
<td></td>
</tr>
<tr>
<td>DT</td>
<td>90.6</td>
<td>4.2</td>
<td>5.2</td>
<td>89.0</td>
<td>91.2</td>
<td>86.0</td>
<td>94.9</td>
<td>94.2</td>
<td>87.7</td>
<td></td>
</tr>
<tr>
<td>NNE</td>
<td>90.6</td>
<td>6.8</td>
<td>2.6</td>
<td>90.2</td>
<td>91.0</td>
<td>84.2</td>
<td>97.3</td>
<td>97.1</td>
<td>85.4</td>
<td></td>
</tr>
<tr>
<td>KBC²</td>
<td>91.3</td>
<td>4.9</td>
<td>3.9</td>
<td>90.7</td>
<td>91.7</td>
<td>86.2</td>
<td>96.2</td>
<td>95.6</td>
<td>87.7</td>
<td></td>
</tr>
<tr>
<td>Russia</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSAM</td>
<td>98.2</td>
<td>1.1</td>
<td>0.7</td>
<td>97.1</td>
<td>98.7</td>
<td>95.5</td>
<td>99.5</td>
<td>98.7</td>
<td>97.9</td>
<td></td>
</tr>
<tr>
<td>TSAEC</td>
<td>95.4</td>
<td>0.8</td>
<td>3.8</td>
<td>92.4</td>
<td>96.7</td>
<td>93.6</td>
<td>96.2</td>
<td>91.3</td>
<td>97.2</td>
<td></td>
</tr>
<tr>
<td>DT</td>
<td>94.5</td>
<td>0.1</td>
<td>5.5</td>
<td>91.0</td>
<td>96.0</td>
<td>91.1</td>
<td>96.0</td>
<td>91.0</td>
<td>96.0</td>
<td></td>
</tr>
<tr>
<td>NNE</td>
<td>98.4</td>
<td>1.0</td>
<td>0.6</td>
<td>97.4</td>
<td>98.8</td>
<td>95.8</td>
<td>99.6</td>
<td>99.0</td>
<td>98.1</td>
<td></td>
</tr>
<tr>
<td>KBC²</td>
<td>96.9</td>
<td>0.8</td>
<td>2.3</td>
<td>97.0</td>
<td>95.0</td>
<td>93.8</td>
<td>98.3</td>
<td>96.3</td>
<td>97.2</td>
<td></td>
</tr>
<tr>
<td>Ukraine</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSAM</td>
<td>93.6</td>
<td>5.1</td>
<td>1.3</td>
<td>83.1</td>
<td>96.1</td>
<td>73.1</td>
<td>99.2</td>
<td>96.2</td>
<td>93.1</td>
<td></td>
</tr>
<tr>
<td>TSAEC</td>
<td>96.6</td>
<td>0.5</td>
<td>2.9</td>
<td>90.0</td>
<td>98.0</td>
<td>88.3</td>
<td>98.3</td>
<td>91.0</td>
<td>97.7</td>
<td></td>
</tr>
<tr>
<td>DT</td>
<td>95.9</td>
<td>0.4</td>
<td>3.7</td>
<td>87.6</td>
<td>97.6</td>
<td>86.5</td>
<td>97.8</td>
<td>88.7</td>
<td>97.3</td>
<td></td>
</tr>
<tr>
<td>NNE</td>
<td>98.0</td>
<td>1.6</td>
<td>0.3</td>
<td>94.3</td>
<td>98.8</td>
<td>90.0</td>
<td>99.8</td>
<td>99.0</td>
<td>97.9</td>
<td></td>
</tr>
<tr>
<td>KBC²</td>
<td>96.7</td>
<td>0.1</td>
<td>3.3</td>
<td>89.9</td>
<td>98.0</td>
<td>90.0</td>
<td>98.0</td>
<td>89.7</td>
<td>98.1</td>
<td></td>
</tr>
</tbody>
</table>
Table 4. Pairwise McNemar’s tests. One can reject the null hypothesis of similar error rates if $\chi^2_{0.95,1}>3.84.$

<table>
<thead>
<tr>
<th></th>
<th>(a) Argentina</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TSAEC</td>
<td>DT</td>
<td>NNE</td>
<td>KBC$^2$</td>
</tr>
<tr>
<td>LSAM</td>
<td>29.28</td>
<td>3.52</td>
<td>14.94</td>
<td>5.38</td>
</tr>
<tr>
<td>TSAEC</td>
<td>–</td>
<td>17.78</td>
<td>13.85</td>
<td>17.78</td>
</tr>
<tr>
<td>DT</td>
<td>–</td>
<td>–</td>
<td>11.44</td>
<td>6.30</td>
</tr>
<tr>
<td>NNE</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>3.03</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>(b) Brazil</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TSAEC</td>
<td>DT</td>
<td>NNE</td>
<td>KBC$^2$</td>
</tr>
<tr>
<td>LSAM</td>
<td>14.68</td>
<td>28.77</td>
<td>30.86</td>
<td>16.18</td>
</tr>
<tr>
<td>TSAEC</td>
<td>–</td>
<td>5.78</td>
<td>26.80</td>
<td>0.01</td>
</tr>
<tr>
<td>DT</td>
<td>–</td>
<td>–</td>
<td>78.67</td>
<td>0.97</td>
</tr>
<tr>
<td>NNE</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.01</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>(c) China</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TSAEC</td>
<td>DT</td>
<td>NNE</td>
<td>KBC$^2$</td>
</tr>
<tr>
<td>LSAM</td>
<td>11.17</td>
<td>4.97</td>
<td>3.45</td>
<td>4.97</td>
</tr>
<tr>
<td>TSAEC</td>
<td>–</td>
<td>9.48</td>
<td>9.48</td>
<td>7.26</td>
</tr>
<tr>
<td>DT</td>
<td>–</td>
<td>–</td>
<td>3.45</td>
<td>4.97</td>
</tr>
<tr>
<td>NNE</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>3.45</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>(d) Ukraine</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TSAEC</td>
<td>DT</td>
<td>NNE</td>
<td>KBC$^2$</td>
</tr>
<tr>
<td>LSAM</td>
<td>79.08</td>
<td>68</td>
<td>131.79</td>
<td>73.44</td>
</tr>
<tr>
<td>TSAEC</td>
<td>–</td>
<td>2.06</td>
<td>58.06</td>
<td>13.28</td>
</tr>
<tr>
<td>DT</td>
<td>–</td>
<td>–</td>
<td>66.95</td>
<td>20.66</td>
</tr>
<tr>
<td>NNE</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>8.51</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>(e) Russia</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TSAEC</td>
<td>DT</td>
<td>NNE</td>
<td>KBC$^2$</td>
</tr>
<tr>
<td>LSAM</td>
<td>0.10</td>
<td>0.05</td>
<td>12.66</td>
<td>2.62</td>
</tr>
<tr>
<td>TSAEC</td>
<td>–</td>
<td>8.843</td>
<td>119.84</td>
<td>74.81</td>
</tr>
<tr>
<td>DT</td>
<td>–</td>
<td>–</td>
<td>143.10</td>
<td>83.28</td>
</tr>
<tr>
<td>NNE</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.05</td>
</tr>
</tbody>
</table>

In the case of the KBC$^2$, assessing the cropland maps with class-equalized samples increased the accuracy for every site except Argentina. However, the $F$-score for the non-cropland class observed in Argentina increases by 10% to reach 86%. The remaining accuracy figures follow the same trend as for the non-equalized accuracy assessment. For the NNE, again no major difference was observed except for Argentina (– 3%). Also, this site was exhibiting the largest standard deviation of 1% through multiple runs. Considering equally populated samples, TSAEC method resulted in decreased overall accuracy only in Argentina, where also a reduction of $F$-score for cropland and an increase for non-cropland was observed. This reduction could be associated with the dominance of cropland (more than 80%) compared to other sites. In addition, the heterogeneity of these broad classes might have also influenced these results. The Pampas crop pool includes winter and summer crops such as soya bean, maize, sorghum, wheat, barley, and beans with relevant abundances. Similarly, non-croplands includes from natural grasslands to autumn–winter and summer pastures.

The statistical significance of the difference between accounting for class proportion was evaluated using paired $t$ test. Comparing the OA with the $OA_w$ and the OA with the mean OA after class equalization, there was no significant difference in the accuracy for
both case at the significance level of 0.05 ($p$-value = 0.1854 and $p$-value = 0.0520, respectively). Similarly, the significance of the difference between F-scores were tested. At the significance level of 0.05, results fail to reject the null hypothesis of the t test, which indicates no significant difference for non-cropland ($p$-value = 0.0925) and cropland ($p$-value = 0.7297).

### 4.3. Effect of the spatial resolution

Pareto boundaries were extracted for each site and the classifications were validated with the high-resolution reference maps derived from Landsat-8 and DEIMOS degraded at the spatial resolution of MODIS (Figure 4). The sites in Russia and Argentina are those less affected by the low-resolution bias because of their high homogeneity (Figure 4) followed by China and Ukraine (Figure 4(c, and e)) and Brazil (Figure 4(b)), which happens to be the most fragmented in the selected area. This bias accounts for 10%, 20%, and 35% of the errors, respectively, confirming the importance of the site effect on the accuracy. It should be noticed that even though the Chinese site has the smallest average field size, it is less affected by the resolution bias as a result of the high crop type homogeneity and field arrangement of the landscape.

In the omission–commission space, methods are generally located close to the boundary and perform similarly. The Brazilian site, already difficult to map (see Tables 3 and 5), is the one with both the largest distances from classifications to the boundary and the highest method variability in accuracy. This is probably due to (i) double cropping systems, e.g. sugarcane, and (ii) the presence of vegetation with similar

### Table 5. Equally sized accuracy assessment. Overall Accuracy (OA), Quantity Disagreement (QD), Allocation Disagreement (AD), weighted Overall Accuracy (OAw), F-score for the non-cropland (FSNC) and cropland (FSC) classes.

<table>
<thead>
<tr>
<th>Site</th>
<th>Method</th>
<th>OA (%)</th>
<th>OA (%)</th>
<th>QD (%)</th>
<th>AD (%)</th>
<th>FSNC (%)</th>
<th>FSC (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Argentina</strong></td>
<td>LSAM</td>
<td>91.6</td>
<td>92.8±2.0</td>
<td>1.5±2.0</td>
<td>6.7±1.8</td>
<td>91.9±1.8</td>
<td>91.7±2.1</td>
</tr>
<tr>
<td></td>
<td>TSAEC</td>
<td>94.2</td>
<td>75.6±1.1</td>
<td>22.5±1.1</td>
<td>2.0±2.2</td>
<td>68.5±1.4</td>
<td>80.0±1.0</td>
</tr>
<tr>
<td></td>
<td>DT</td>
<td>90.6</td>
<td>90.3±1.3</td>
<td>1.1±1.3</td>
<td>8.6±1.2</td>
<td>90.2±1.2</td>
<td>90.3±1.3</td>
</tr>
<tr>
<td></td>
<td>NNE</td>
<td>95.8</td>
<td>92.6±1.3</td>
<td>4.3±1.3</td>
<td>3.1±2.3</td>
<td>92.3±1.4</td>
<td>92.9±1.3</td>
</tr>
<tr>
<td></td>
<td>KBC2</td>
<td>94.3</td>
<td>86.2±1.6</td>
<td>4.9±1.2</td>
<td>8.9±1.1</td>
<td>86.8±1.3</td>
<td>85.4±1.8</td>
</tr>
<tr>
<td><strong>Brazil</strong></td>
<td>LSAM</td>
<td>89.4</td>
<td>89.1±0.6</td>
<td>2.4±0.6</td>
<td>8.5±1.2</td>
<td>89.4±0.6</td>
<td>88.8±0.6</td>
</tr>
<tr>
<td></td>
<td>TSAEC</td>
<td>90.0</td>
<td>92.9±0.8</td>
<td>1.4±0.8</td>
<td>8.4±0.8</td>
<td>90.0±0.8</td>
<td>90.3±0.8</td>
</tr>
<tr>
<td></td>
<td>DT</td>
<td>84.2</td>
<td>84.4±1.2</td>
<td>1.2±1.7</td>
<td>14.4±1.7</td>
<td>84.6±1.2</td>
<td>84.3±1.1</td>
</tr>
<tr>
<td></td>
<td>NNE</td>
<td>91.0</td>
<td>90.7±0.7</td>
<td>1.8±0.7</td>
<td>7.5±1.1</td>
<td>90.9±0.8</td>
<td>90.5±0.7</td>
</tr>
<tr>
<td></td>
<td>KBC2</td>
<td>92.4</td>
<td>86.0±0.9</td>
<td>3.5±1.3</td>
<td>10.5±0.9</td>
<td>85.5±1.1</td>
<td>85.6±1.8</td>
</tr>
<tr>
<td><strong>China</strong></td>
<td>LSAM</td>
<td>90.4</td>
<td>90.9±1.0</td>
<td>1.6±1.0</td>
<td>7.5±0.9</td>
<td>91.1±1.0</td>
<td>90.8±1.1</td>
</tr>
<tr>
<td></td>
<td>TSAEC</td>
<td>91.1</td>
<td>91.6±0.9</td>
<td>1.5±0.9</td>
<td>6.9±0.6</td>
<td>91.7±0.9</td>
<td>91.5±1.0</td>
</tr>
<tr>
<td></td>
<td>DT</td>
<td>90.3</td>
<td>91.3±0.9</td>
<td>2.6±0.9</td>
<td>6.1±0.6</td>
<td>91.5±0.8</td>
<td>91.0±1.0</td>
</tr>
<tr>
<td></td>
<td>NNE</td>
<td>90.1</td>
<td>91.4±0.8</td>
<td>5.5±0.8</td>
<td>3.4±0.4</td>
<td>91.6±0.7</td>
<td>90.6±0.9</td>
</tr>
<tr>
<td></td>
<td>KBC2</td>
<td>90.9</td>
<td>92.1±1.1</td>
<td>3.6±0.9</td>
<td>4.3±1.1</td>
<td>92.4±1.0</td>
<td>91.8±1.2</td>
</tr>
<tr>
<td><strong>Russia</strong></td>
<td>LSAM</td>
<td>98.1</td>
<td>98.4±0.2</td>
<td>0.4±0.2</td>
<td>1.2±0.1</td>
<td>98.4±0.2</td>
<td>98.4±0.2</td>
</tr>
<tr>
<td></td>
<td>TSAEC</td>
<td>94.8</td>
<td>93.4±0.3</td>
<td>3.0±0.3</td>
<td>2.8±0.5</td>
<td>94.1±0.3</td>
<td>94.5±0.3</td>
</tr>
<tr>
<td></td>
<td>DT</td>
<td>94.8</td>
<td>93.4±0.4</td>
<td>2.6±0.4</td>
<td>4.0±0.6</td>
<td>93.3±0.4</td>
<td>93.6±0.4</td>
</tr>
<tr>
<td></td>
<td>NNE</td>
<td>98.3</td>
<td>98.6±0.2</td>
<td>0.4±0.2</td>
<td>1.0±0.1</td>
<td>98.6±0.2</td>
<td>98.6±0.2</td>
</tr>
<tr>
<td></td>
<td>KBC2</td>
<td>97.0</td>
<td>96.6±0.2</td>
<td>0.5±0.2</td>
<td>2.8±0.4</td>
<td>96.6±0.2</td>
<td>96.6±0.2</td>
</tr>
<tr>
<td><strong>Ukraine</strong></td>
<td>LSAM</td>
<td>93.3</td>
<td>94.5±0.8</td>
<td>1.5±0.8</td>
<td>4.0±0.5</td>
<td>94.6±0.7</td>
<td>94.4±0.8</td>
</tr>
<tr>
<td></td>
<td>TSAEC</td>
<td>97.3</td>
<td>94.6±0.4</td>
<td>3.4±0.4</td>
<td>2.0±0.7</td>
<td>94.4±0.4</td>
<td>94.8±0.4</td>
</tr>
<tr>
<td></td>
<td>DT</td>
<td>96.8</td>
<td>93.2±0.5</td>
<td>4.3±0.5</td>
<td>2.5±0.5</td>
<td>92.9±0.6</td>
<td>93.5±0.5</td>
</tr>
<tr>
<td></td>
<td>NNE</td>
<td>97.9</td>
<td>98.2±0.7</td>
<td>0.8±0.7</td>
<td>1.0±0.2</td>
<td>98.2±0.6</td>
<td>98.2±0.7</td>
</tr>
<tr>
<td></td>
<td>KBC2</td>
<td>97.6</td>
<td>93.7±0.7</td>
<td>4.1±0.5</td>
<td>2.2±0.8</td>
<td>93.4±0.7</td>
<td>93.9±0.7</td>
</tr>
</tbody>
</table>
Figure 4. Pareto boundaries and omission and commission errors of the five methods across sites for (a) Argentina, (b) Brazil, (c) China, (d) Russia, and (e) Ukraine.
spectral-temporal signature as cropland such as grasslands, orchards, and other plantations. Forest plantations, mainly eucalyptus and pines, also share a large part of the area, and are harvested by clear cuts, and could therefore lead to confusions with other land cover during the first months of the growth.

If no one method consistently Pareto-dominates the others, it is worth noting that methods differ by their respective omission and commission error pairs as clearly illustrated for the Ukrainian and Argentinian sites (Figure 4(a, and e)). However, omission and commission error patterns remain hardly identifiable. According to the Pareto boundaries, commission error of DT method in Brazil JECAM site exceeds to 45% which are much larger than that of other four sites. The main reason is the low discrepancy of NDVI development profile between cropland and other vegetation including trees. The TSAEC method is consistently less affected by omission errors.

To evaluate the performance of a method regardless of the low-resolution bias, the minimum distance from its OE/CE pair to the boundary was evaluated. The minimum distance was chosen because an objective criterion must not penalize one specific type of error more than the other. Sites with the largest area under the curve show the largest distances to the boundary (Figure 5). More importantly, discarding the errors due the spatial resolution confirms the site-dependent character of the accuracies. Besides, it provides solid grounds to say that characteristics of the agrosystems such as the crop diversity and proportions explains another part of the accuracy rather than only the cropland fragmentation.

The statistical significance of the site effect on the minimum distance to the Pareto boundary was assessed using the Kruskal–Wallis test. The associated p-value for the site effect reached 0.0068: at the 0.05 significance level, one may conclude for a statistically significant effect of the site. In contrast, no significant effect for the methods was found (p-value = 0.5984).

4.4. Spatial agreement

Spatial method agreement between methods was assessed by combining the different cropland masks (Figure 6(b,d,f,h,j)). The agreement was measured as the number of methods mapping a pixel as being cropland. Discrepancies ought to be related to pixel-level cropland proportions as estimated from the high-resolution reference maps (Figure 6(a,c,e,g,e)).

Most disagreements occur at the fringes of cropland patches. In Ukraine, the consistency patterns between methods might be divided into two parts. On the one hand, the northern quarter of the area is dominated by low cropland agreement (reddish shades). On the other hand, high agreement is observed in the remaining parts; disagreements mostly occur at class boundaries. Most disagreement occurred in areas close to water objects, e.g. rivers, lakes, and wetlands, where grassland is usually located. Due to proximity to water, grassland appears to be a very healthy vegetation and similar to summer crops, and therefore a major cause for disagreement.

In Argentina, methods display large agreement for most landscapes and each algorithm is associated with a specific commission/omission rate. Disagreement mostly occurs over non-cropland areas, particularly on the northeast side where cropland is highly overestimated (not covered with the Pareto boundary). In this area there exist lowlands mostly covered by natural vegetation that could be flooded during part of the
year generating anomalies over NDVI time series and confusion in the classification methods. When compared to the high-resolution imagery and classification, it clearly becomes visible that some methods mix up grassland with cropland.

In Brazil, all methods tend to agree when the cropland dominates the landscape. But in more fragmented areas such as in the northern area of the site, most methods underestimate the cropland.

Method agreement in China is high: the landscape is well captured in every case. Most of the omission and commission errors are located at the edge of cropland patches. An identical accuracy is achieved using Neural Network Ensemble (NNE), DT, and LSAM method. Producers’ accuracy for non-cropland using KBC\(^2\) method ranks as lowest, but still exceeds 80%. Producers’ for cropland using NNE method ranks as highest (97%). As shown in the cropland agreement map, the discrepancy of cropland identified by four different methods is mainly located at the border of cropland and non-cropland as well as regions in the northeast. The mixture of cropland and non-cropland results in the disagreement of the cropland.

Given the large field size and the relatively simple landscape of the Russian site, a broad agreement between methods can be observed. Commission errors might be observed (red-orange shades) in the south part of the area where grassland is mistaken for cropland.
Figure 6. Cropland proportions derived from the high-resolution reference maps for (a) Argentina, (c) Brazil, (e) China, (g) Russia, and (i) Ukraine, and agreement maps among classification methods for (b) Argentina, (d) Brazil, (f) China, (h) Russia, and (j) Ukraine. Grey areas correspond to no data.
4.5. Sensitivity to the quantity of training data

Information on the sensitivity of the classification accuracy to the amount of training data used to calibrate the classifier is useful to assess the feasibility of applying the method at a larger scale. This is demonstrated here through a systematic reduction of the calibration data set and the assessment of the resulting overall accuracy. It can be seen that with only 20% of calibration set (830 calibration pixels), four methods (NNE, LSAM, KBC², and TSAEC) reach their overall accuracy saturation plateau (98%, 95%, 92%, and 92%, respectively) (Figure 7). Therefore, estimates show that having samples that cover about 2% of the study area would be enough to achieve reasonable accuracy. The DT method requires 30% of the training data set to reach its plateau (1250 calibration pixels). Judging by the smoothness of the curves, the LSAM and DT methods display a more stable behaviour with very limited variations for the LSAM method. LSAM uses simple temporal features tailored to force close-to-normal classes.
local distributions, which in turn, encourage almost any kind of classifier to be used. This explains the narrow variability of the bootstrap curve: once the parameters of the distribution are calculated, they expect to change slightly with the sample size. Future work would examine the effect of different specific land cover/crop type proportion to the accuracy.

5. Discussion

High accuracies were attained across sites for all methods (90% on average) and the classified patterns were consistent with high-resolution cropland maps. All methods show potential for larger application with different potential evolutions. The KBC\textsuperscript{2}, TSAEC, DT, and LSAM approaches all rely on time-series for temporal feature extraction. Temporal feature extraction requires dense and consistent time-series with good atmospheric correction and efficient cloud/shadow and snow masking. Otherwise, the resulting features would be affected by residual noise, thus degrading the quality of the classification. Data availability in areas with persistent cloud cover might be too scarce to ensure a proper temporal feature extraction, which would in turn bring down the classification accuracy. Data fusion or multi-sensor time-series is a sound way forward to increase the temporal frequency of data.

LSAM is being successfully used to map arable lands of Russia, which covers large variety of soils, agro-climatic conditions, and farming techniques both in Europe and in Asia. LSAM utilizes LAGMA, which automatically slices territory into cells of regular grid and aggregates training data of the cells’ surroundings, following cell classification. Though Russia-level overall accuracy is 92% and LSAM works well at all local test sites, it surely would encounter new challenges at global scale, like unexpected farming.

Figure 7. Dependency of average OA for testing set on training size (expressed as percentage of full training size) for JECAM site in Ukraine. The full training data set is made of 4180 pixels. Methods reach their accuracy plateau with only 20–30% of the full calibration data set (830–1250 calibration pixels).
techniques and shifted seasonality, which probably provoke the demand on new metrics, more versatile than the ones being used.

The density of training data might introduce some overfitting effects. Specific measures were also taken in the algorithm design itself to limit the overfitting. In the NNE case for instance, the number of neurons in the neural networks was kept relatively small (10, 20, 30, and 40) and a procedure of early stopping was applied. The high levels of accuracy achieved might be downgraded when applied to larger areas. Methods showed a high stability in the level of accuracy obtained while reducing systematically the amount of calibration data. Twenty percent of the calibration set – 2% of the site’s surface – were necessary to reach the accuracy saturation plateau. In addition, DT and LSAM displayed a narrow variability of the overall accuracy.

When dealing with large volumes of satellite data, the processing time might become a critical parameter guiding method selection. Neural networks are fast to process new data but the training phase is resource- and time-consuming. Similarly, bootstrapping approaches such as TSAEC avoid random sampling anomalies and provides a proxy for the spatial variability of the classification accuracy. Yet, this comes at a higher cost in terms of processing time.

A higher spatial resolution time-series would be required for application in a more fragmented landscape. Landsat-8, Satellite HJ-1 CCD, and Sentinel-2 data have a good potential, especially if combined. As those satellites acquire data in a larger number of spectral bands than the 250 m MODIS, algorithms relying on reflectance data (NNE, KBC$^2$) might see their accuracy increase consequently. Other methods relying on vegetation index solely would not benefit from wider spectral information.

The differences observed for the five methods in terms of spatial discrepancies and accuracy figures are good grounds for considering that two determinant factors for cropland identification are (1) the landscape fragmentation and (2) the specificity of the agrosystems in terms of land cover/crop type diversity and proportions rather than the algorithm itself. It should be noted that the impact of satellite data quality (number of available composites, number of images per composites, residual aerosol effect, omitted cloud, shadow, or snow pixels) could also partly explain the differential performance across sites. In addition, due to its whiskbroom design, the observation geometry of the MODIS instrument can result in different physical areas being mapped onto the same pixel depending on the view zenith angle (Tan et al. 2006; Campagnolo and Montano 2014). As a result, a noisy time series indicates instead a transition zone between different land uses or between fields with different management practices (Duveiller, Lopez-Lozano, and Cescatti 2015). The proportion of pure pixels might differ from site to site, which could in turn affect the accuracy of the maps. Future work could focus on integrating sub-pixel homogeneity information as proxy of pixel purity to enhance the classification accuracy.

A key finding is that the site effect dominates the method effect. On the one hand, pairwise error rates were generally found to be statistically significant but they erratically vary from one site to another. On the other hand, the site effect on the overall accuracy and the F-score was statistically significant whereas the method effect was not. This effect was further confirmed when considering distances to the Pareto boundary. For regional to continental and global ambitions, this finding highlights the importance of testing a classifier over different cropping systems. This result also points out that a
sensible way to derive a reliable global cropland map is to combine multiple classification approaches according to their ability to derive accurate maps in specific regions. One could thus imagine a framework in which cropland classification methods would be activated regionally according to the cloudiness, field size, landscape fragmentation, crop diversity etc. to better handle the large diversity of agrosystems. For example, NNE could be activated in cloudy areas as it would exploit and restore spectral information; TSAEC could be implemented in areas with dense time-series and where omission errors have to be minimized; LSAM could be implemented over large areas where the cropland extent is stable and where training data is scarce, etc. Manual stratification, splitting into homogeneous segments or automated spatially regular zonation could be the ways forward to identifying classifier location.

Most landscapes were dominated by cropland (Brazil being an exception) and significant discrepancies were found in fragmented areas, e.g. the northern part of the Ukrainian site and the Brazilian site. Mixed edge pixels lead to either contraction or overestimation of the cropland areas and are responsible for a large part of the classification errors. Similarly, this study highlighted that accurate cropland mapping is achievable with MODIS over fields of 20 ha or larger. In case of large homogeneous landscapes such as the North China plains where very small but adjacent fields planted with the same crop and similar management practices tend to behave like large fields (and hence have homogeneous spectral responses), the field size can go down to less than one hectare. The resolution bias accounts for 10–30% of the errors according to the cropland fragmentation. In the same vein, Wardlow and Egbert (2008) showed that MODIS time-series could provide accurate (94%) cropland maps in areas with an average field size of 32 ha or larger. It is interesting that Doraiswamy et al. (2004) reported that MODIS 250 m resolution images are adequate to monitor field sizes larger than 25 ha. In the fragmented landscapes of West Africa, Vintrou et al. (2012a) reported that a crop patch needs to be eight times larger than 25 ha in order to be detected by MODIS NDVI time series. Information on global field size, e.g. Fritz et al. (2015), is a valuable source of information to infer the areas where such accuracy could be achieved with the methods and data considered. Besides extension to larger areas around the study sites, agrosystems in Eurasia, Australia, North America (USA and Canada) as well as intensive production areas in southern Africa meet the field size requirements. Interestingly, some land covers were consistently prone to classification errors across sites. Grassland was confused with cropland in Argentina, Ukraine, and Russia, which led to an overestimation of the cropland extent. Similarly, areas close to water objects such as wetland were mapped as cropland by several methods.

Complementary to a classifier calibrated with in situ observations, classifiers could also be trained with existing land-cover maps as a default source of training data when field data are not available (see, for instance, Waldner, Canto, and Defourny 2015). There are numerous candidate land-cover maps to be considered as source (Waldner et al. 2015b); they cover the entire globe, which makes this approach suitable for large-scale and annual cropland mapping, e.g. in the Sahel region (Lambert, Waldner, and Defourny 2016).

Finally, it is recommended that future comparison studies constrain part of the sampling of validation data to error-prone areas such as class boundaries and account for class proportions. This recommendation concurs with the findings of Sweeney and Evans (2012) who highlighted substantial differences between edge and interior pixels.
This approach requires that the validation data is collected after the production of the map or implies the use of existing ancillary data. Amongst the accuracy measures used, the overall accuracy and the F-scores were found to be the most interesting and useful for method assessment and comparison. Studies using medium-resolution times-series are encouraged to work with the Pareto boundary as it decouples the error due to the algorithm itself and those due to the resolution. Finally, a way forward towards method comparison is certainly to compare the maps based on pixel-level uncertainty in the class attribution and to relate the spatial measure of uncertainty/accuracy to spatial characteristics of the landscape (see Löw et al. (2013); Löw, Knöfel, and Conrad (2015); Waldner, Canto, and Defourny (2015); Lambert, Waldner, and Defourny (2016) for instance).

6. Conclusions

Given the importance of accurate cropland information for crop monitoring, this study compares five existing cropland mapping methodologies in five contrasting agrosystems. Each of these methods relies on a specific set of satellite-derived features and classifiers. They were tested using 7-day 250 m MODIS mean composites (red and near-infrared channels and derived indices). In order to isolate the effect of the methodologies, input satellite data as well as calibration and validation data were identical. Overall accuracies ranged from 85% to 95% and displayed statistically significant difference in error rates. Results confirm that, from a global mapping point of view, methods’ performances vary from one agrosystem to another as a function of (1) their cropland fragmentation and (2) other specific characteristics. The origin and influence of these peculiarities such as soil type, crop diversity, cloud frequency amongst others should be studied in future works. This study highlights the need to demonstrate the performance of a method over multiple sites as results significantly vary accordingly. All five methods have potential for mapping at larger scale as they provided accurate results with 20% of the calibration data – 2% of the study area in Ukraine. Furthermore, the 250 m spatial resolution has been found suitable to provide accurate cropland maps over fields of 20 ha or larger. In case of homogeneous landscapes the field size can go down to less than one hectare such as in the China site. To conclude, this work illustrates that the site effect clearly dominates the method effect even though (1) some method–site interaction exists and (2) the landscape of all sites was dominated by agriculture. Hence, results promotes the use of a set of cropland classification methods to better address the global cropping system diversity. Thus, a sensible strategy to improve the global cropland map would be to combine regionally selected methods according to their ability to perform accurately in specific landscapes.
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