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A B S T R A C T   

PADI-web (Platform for Automated extraction of animal Disease Information from the web) is a biosurveillance 
system dedicated to monitoring online news sources for the detection of emerging animal infectious diseases. 
PADI-web has collected more than 380,000 news articles since 2016. Compared to other existing biosurveillance 
tools, PADI-web focuses specifically on animal health and has a fully automated pipeline based on machine- 
learning methods. This paper presents the new functionalities of PADI-web based on the integration of: (i) a 
new fine-grained classification system, (ii) automatic methods to extract terms and named entities with text- 
mining approaches, (iii) semantic resources for indexing keywords and (iv) a notification system for end- 
users. Compared to other biosurveillance tools, PADI-web, which is integrated in the French Platform for Ani-
mal Health Surveillance (ESA Platform), offers strong coverage of the animal sector, a multilingual approach, an 
automated information extraction module and a notification tool configurable according to end-user needs.   

1. Introduction 

Over the past decades, the number of outbreaks due to (re)emerging 
animal and human infectious diseases has been increasing in many parts 
of the world. In addition to the well-known role of human and animal 
mobility in the spread of pathogens, climate change and biodiversity loss 
are likely to exacerbate the global burden of these diseases [1,2]. Na-
tional and international institutions are currently experiencing a global 
paradox, conciliating trade extension with the control of the risk to 
human and animal health. 

In this context, the Epidemic Intelligence Service of the Center for 
Disease Control (CDC) is considered to be the earliest public health 
system dedicated to early warning [3]. It was created to enhance the 
surveillance and eradication of both infectious and noninfectious human 
diseases, such as poliomyelitis and leukemia, and also monitors for 
bioterrorism. The epidemic intelligence (EI) concept, as it is used today, 
was developed in the early 2000s. The French Institut de Veille Sanitaire 
(Institute of Health Surveillance) and the European Centre for Disease 
Prevention and Control (ECDC) proposed an EI framework to enhance 
disease surveillance in Europe in 2006 [4,5]. Eight years later, the World 

Health Organisation (WHO) published a comprehensive guide providing 
key definitions and detailing the implementation of early warning ac-
tivities [6]. EI corresponds to a formalized surveillance process that 
encompasses ‘all activities related to the early identification of potential 
health hazards that may represent a risk to health, and their verification, 
assessment and investigation’ [6]. It relies on two main channels of in-
formation: indicator-based surveillance (IBS) and event-based surveillance 
(EBS). Indicator-based surveillance is defined as ‘the systematic collection, 
monitoring, analysis and interpretation of structured data (i.e. indicators)’ 
[6]. It corresponds to conventional surveillance of formal sources and is 
based on established case definitions. Event-based surveillance is 
defined by the WHO as ‘the organized collection, monitoring, assessment 
and interpretation of mainly unstructured ad hoc information regarding 
health events or risks, which may represent an acute risk to human [or ani-
mal] health’ [6]. The definitions and concepts from both ECDC and WHO 
were elaborated for public health. However, they have been successfully 
transferred to other domains, such as plant health [7] and both terres-
trial and aquatic animal health [8–10]. Both EBS and IBS can be formally 
represented as consecutive steps, corresponding to the flow of epide-
miological information from its detection to its communication to the 
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relevant authorities [4,11,12] (see Fig. 1). 
The first stages of the EI process consist of identifying and extracting 

relevant information from heterogeneous data. This process is based on 
4 steps: (1) data detection, (2) data triage, (3) signal verification and (4) 
risk assessment and alert communication.  

1. Data detection consists of defining modalities (e.g., format) through 
which raw data are detected and collected. The strategy differs ac-
cording to the type of source. IBS usually relies on well-established 
notification procedures submitted by a country for a given disease 
according to international health regulations. EBS systems use spe-
cific queries implemented through RSS (Really Simple Syndication) 
feeds to detect news on an outbreak of a disease.  

2. Data triage is an important step to avoid overwhelming the EI system 
with irrelevant data. Raw data is filtered (i.e. triaged) based on given 
selection criteria. In IBS, selection criteria could vary according to 
the institutional mandates, such as (i) its geographical coverage, e.g., 
worldwide (with the World Organisation for Animal Health (OIE)), 
regional (with ECDC), and (ii) its thematic mandate, e.g., animal 
health or public health. In EBS, data triage is based on (i) data 
filtering to remove duplicates and irrelevant data and (ii) data se-
lection for sorting information according to the EBS system priority 
criteria. Data retained as relevant regarding early warning activities 
are referred to as ‘signals’.  

3. Signal verification aims to validate the truthfulness of a signal. This 
step is crucial in the EBS workflow since the data sources are 
informal. Once validated, a signal can become an ‘event’, i.e. a 
manifestation of the threat in a given affected host or population and 
at a given location and date [13]. This definition encompasses events 
from all possible known origins, such as infectious, zoonotic, food 
safety, chemical, radiological or nuclear, as well as pathogens of 
unknown origin in the EBS context.  

4. The final stage deals with risk assessment and alert communication. 
Risk assessment aims at determining the level of risk related to a 
detected event. The event becomes an alert if the risk is considered 
significant to health. Alerts are communicated through channels 

adapted to relevant authorities (e.g., public health national net-
works, ministries of health, international organizations) or a larger 
network (e.g., end-users of EBS systems). 

This paper presents new functionalities of the EBS system, PADI-web 
(Platform for Automated extraction of animal Disease Information from 
the web - https://padi-web.cirad.fr/) dedicated to the moni-
toring of online news sources for the detection of emerging/new animal 
infectious diseases. PADI-web has collected more than 380,000 news 
items since 2016. The first descriptions of PADI-web have been pub-
lished elsewhere [8,14]. This paper presents new functionalities of 
PADI-web based on the integration of: (i) a new fine-grained classifi-
cation system, (ii) automatic methods to extract terms and named en-
tities with text-mining approaches, (iii) semantic resources for indexing 
keywords and (iv) an automatic notification system for end-users that 
used these new methods. 

PADI-web was developed to meet the needs of the French Epidemic 
Intelligence System (i.e. FEIS) via online news monitoring. FEIS has been 
involved in the activities of the French Platform for Animal Health 
Surveillance (ESA Platform) since 2013. FEIS aims to identify, monitor 
and analyze reports of animal health hazards (including zoonotic dis-
eases) threatening animal populations in France by monitoring official 
and unofficial information sources. PADI-web has been integrated into 
FEIS activities by ad hoc use depending on the epidemiological news. 
PADI-web successfully identified signals for current outbreaks of dis-
eases that are notifiable to OIE, such as avian influenza (AI), African 
swine fever (ASF), foot-and-mouth disease (FMD), and bluetongue 
(BTV) [15], and human diseases such as COVID-19 [16]. Moreover, 
PADI-web is able to detect the first signals of emerging infectious disease 
outbreaks in a timely manner, as illustrated by the detection of primary 
FMD outbreaks in East Asia in 2016 [8]. PADI-web also provided alerts 
of ASF, FMD and BTV emergence within previously unaffected areas, for 
which we could not find any official confirmation [8]. 

The paper is structured as follows: in Section 2, we discuss related 
work; in Sections 3 and 4, we describe the proposed extensions of PADI- 
web and the results obtained; and in Section 5, we conclude the work. 

2. Related work 

In the context of EBS implementations, two important tasks must be 
considered. First, EBS systems must identify relevant texts (e.g., news, 
documents, sentences) related to epidemiological issues. The related 
work associated with this issue is detailed in Section 2.1. Second, 
epidemiological information (e.g., locations, symptoms, etc.) related to 
an event have to be extracted in these relevant texts. This issue is pre-
sented in Section 2.2. 

2.1. Identification of relevant texts related to the epidemiological domain 

Most EBS systems (e.g., MediSys, HealthMap, GPHIN, Argus, 
AquaticHealth.net, PADI-web) [8]) involve binary classification, i.e., 
news articles identified as relevant or irrelevant. Interestingly, there is 
no formal definition of relevance. This is a significant limitation in 
comparing EBS performances. In addition, the lack of shared gold 
standards and annotated resources hampers knowledge and experience 
sharing. Most commonly, there are two types of classification methods: 
(i) PADI-web 1.0 (first version [8]), MediSys and AquaticHealth use a 
keyword-based approach, (ii) GPHIN, Argus and HealthMap rely on 
machine learning-based classifiers. 

2.1.1. Keyword-based classification 
PADI-web 1.0 [8] categorized collected news articles by using a list 

of 32 outbreak-related keywords. News articles are classified as relevant 
if they contain in the text (title and body) one of the keywords related to 
an outbreak event (e.g. ‘outbreak’ ‘cases’ ‘spread’) [17]. MediSys clas-
sification relies on a more sophisticated approach involving Boolean 

Fig. 1. Epidemic intelligence workflow (adapted from [6]).  
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combinations and keyword weightings. A document is considered rele-
vant if it matches one of a predefined set of alerts [18,19]. Two types of 
signals (i.e. single and combination) are implemented. A single signal 
consists of attributing positive and negative weights to relevant and 
irrelevant keywords. An article is kept if the sum of the keyword weights 
it contains is above a given threshold. A combination signal is based on 
keywords combined by Boolean expressions (i.e. ‘AND’ and ‘AND NOT’). 
Documents are selected if they contain at least two relevant keywords 
and do not include any irrelevant keywords. News articles of AquaticH 
ealth.net are tagged by the users if they contain specific key terms 
usually the scientific names for diseases. This strategy is based on the 
assumption that the authors using correct scientific terminology are 
more likely to disseminate relevant information. 

2.1.2. Machine learning-based classification 
Other systems (i.e. HealthMap, BioCaster, Argus, GPHIN) rely on 

supervised machine learning classifiers, namely, three Bayesian algo-
rithms and support vector machines (SVMs). The classifiers are trained 
on manually labeled data and automatically learn rules to label un-
classified news articles. HealthMap uses a Bayesian machine learning 
algorithm. GPHIN automatically computes a relevance score for each 
retrieved report. This score corresponds to the confidence estimate of 
the SVM classifier [20]. Relevant articles in Argus were identified by 
keyword matching (with a set of concepts and keywords relevant to 
infectious disease surveillance) combined with Bayesian software tools. 
Experts further evaluate the automatic classification with GPHIN, 
HealthMap and Argus systems. In GPHIN, articles with a high relevance 
score are published immediately, while the system discards low-scoring 
reports automatically. Analysts triage the remaining medium-relevance 
reports. Analysts also review automatically discarded articles to verify 
that relevant information has not been erroneously filtered out by the 
automated system [20]. BioCaster classification is totally automated. A 
naive Bayes classifier was trained on a gold standard corpus. Each 
labeled article was manually assigned to the following classes: alert, 
publish, check and reject. However, a binary classification was imple-
mented with the alert, publish and check classes being merged into a 
single category (i.e. relevant). In its current version, PADI-web in-
tegrates a supervised classifier [14]. Our paper proposes an original fine- 
grained classification based on sentence classification to highlight new 
epidemiological information, as described in Section 3. 

Epidemiological information related to an event must be extracted 
into relevant texts (e.g., articles, sentences). This issue is discussed in the 
following subsection. 

2.2. Epidemiological information extraction 

Information extraction (IE) aims at locating specific pieces of infor-
mation in textual data [21]. Entity extraction, also called named entity 
recognition (NER), is an IE subtask that seeks to locate and classify 
textual elements into predefined categories: (i) locations (e.g., 
‘Lagos’,‘China’), (ii) temporal expressions (e.g., ‘last month’, ‘July 28, 

1990’), (iii) organizations (e.g., ‘Ministry of Health’), (iv) person names, 
(v) quantities (e.g., ‘2’), and so on. This list of predefined categories can 
be extended to include domain-specific entities (thematic entities). In 
the animal health domain, we deal with (i) disease names (e.g., ‘avian 
influenza’, ‘AI’), (ii) causal agents (e.g.,‘H5N1 virus’), (iii) animal spe-
cies (e.g., ‘chicken’), (iv) symptoms (e.g., ‘appetite loss’), and so on. In 
the context of online news, it is important to distinguish geographic 
entity extraction and resolution from identifying event-related loca-
tions. Geographic entity extraction and resolution aim at correctly 
extracting and identifying all locations from a text. Two types of ap-
proaches are used and combined to extract entities from texts: (1) dic-
tionary-based approaches and (2) classifier-based approaches. 

The dictionary-based approach involves matching terms from a 
document with a list of keywords. Some dictionaries can have an 
ontological structure rather than a simple list of terms. Ontologies aim at 
modeling the relations between entities [22]. In the health domain, an 
ontology can represent the causality relationships between a disease and 
a pathogen [23]. Geographical dictionaries are usually called gazetteers. 

Dictionary and ontologies need regular updates to include new 
terms. This requires time-consuming manual work. Note that terms can 
be ambiguous, e.g., ‘May’ can refer either to a date, a location or a 
person's name. In the sentence ‘The virus can be transmitted between 
pigs by their body fluids’, the term ‘body fluids’ refers to the trans-
mission route, yet in another context it may relate only to an anatomy 
concept. 

In location extraction, this level of ambiguity is referred to as geo/ 
non-geo ambiguity [24]. To overcome the rigidity of the dictionary- 
based approach, another approach consists of considering NER as a 
classification task, where the type of entity is the label to assign. Con-
ditional random fields (CRFs) are among the most prominent classifiers 
used for NER [25] at the core of well-established pretrained NER tools, 
including StanfordNER [26] and NLTK [27]. This approach is designed 
for sequential data; CRFs predict the probability of an output sequence 
according to an input sequence [28]. The classification approach is 
particularly suitable for misspelt locations or short texts in terms of 
length, such as tweets, for which gazetteer lookups suffer from low 
precision due to irrelevant matches [29]. 

While classifier-based approaches achieve good results, they are 
limited to the given categories used for the training steps. Recent tools 
allow users to add new types of entities to NER algorithms by training 
the model on annotated datasets, such as the neural network-based NER 
algorithm from the SpaCy package [30]. Locations are also prone to 
another level of ambiguity that occurs when several distinct places have 
the same name, i.e. the geo/geo ambiguity, or referent ambiguity. Several 
methods are described in the literature to address these kinds of spatial 
ambiguities [24,31,32]. 

3. Material and methods 

The PADI-web pipeline involves six steps ranging from online news 
collection to the extraction of epidemiological features: (1) data 

Fig. 2. PADI-web 3.0 pipeline.  
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collection, (2) data processing, (3) data classification, (4) sentence 
classification, (5) information extraction and (6) user notification. All 
these steps are summarized in the following subsections, and they were 
previously detailed in [14]. The extensions proposed into PADI-web 3.0 
(i.e. sentence classification, named entity annotation, terminology 
extraction, and notification) are described in subsections 3.4, 3.5 and 
3.6. The different steps of the pipeline are shown in Fig. 2. 

3.1. Data collection 

PADI-web retrieves articles daily from the news aggregator Google 
News through customized RSS feeds. An RSS feed is a combination of 
terms (disease names, symptoms or hosts). These terms have been 
identified by an approach combining text mining and domain experts. 
The RSS feeds are of two types:  

• Disease-based RSS feeds consist of disease names (e.g., bluetongue 
OR BTV) and target seven animal diseases.  

• Symptom-based RSS feeds include clinical signs and hosts (e.g., fever 
AND pigs) without any disease names. These feeds enable the 
detection of diseases that are yet to be monitored by PADI-web, as 
well as unknown diseases [33]. 

RSS feeds are implemented in 16 languages (e.g. English, Chinese, 
Arabic, Italian, French, Russian, Turkish, etc.). 

3.2. Data processing 

To avoid duplicates, PADI-web checks if collected articles already 
exist in the database based on their URL. The webpages of the news 
articles that were not duplicates are visited to retrieve their content. 

The BeautifulSoup1 and readability-lxml2 Python libraries are used to 
collect the content of webpages and remove irrelevant elements (e.g., 
pictures, hyperlinks, etc.) [34]. Used as a piece of the preprocessing task 
of the PADI-web pipeline, these libraries allow us to isolate and work on 
the cleaned content of web documents from the web, i.e. only the body, 
titles, etc. 

All news articles that are not in English are translated using the 
Translator API of the Microsoft Azure system [35]. 

3.3. Data classification 

The classification step allows the selection of relevant news among 
all the news collected. A relevant news article is a news article that is 
related to a disease event. Relevant news includes the description of a 
current outbreak as well as its socioeconomic impacts, preparedness, 

prevention and control measures, etc. The classification module is based 
on a supervised machine learning approach described in [14]. 

3.4. Sentence classification 

For classification tasks, annotation is usually at the document level. 
The labels are often related to the news' relevance to filter out the 
irrelevant ones [14,36–38]. Other classification frames assign a broad 
thematic label to the news, such as ‘outbreak-related’ or ‘socioeconomic’ 
[39]. PADI-web already includes a classification module for texts (i.e. 
news). Into PADI-web 3.0, the sentence classification feature extends it 
to automatically classify all the sentences of a new text. This enables 

Fig. 3. Spatial Entity ‘Montpellier’ recognized by the automatic extraction (i.e. 
location with SpaCy) and associated with the Geonames ID used for the geo-
tagging task. 

Fig. 4. Brat annotation integrated into PADI-web 3.0.  

1 https://www.crummy.com/software/BeautifulSoup/bs4/doc/  
2 https://pypi.org/project/readability-lxml/ 
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highlighting fine-grained epidemiological information (e.g., risk events, 
preventive and control measures, etc.). Each new text acquired by PADI- 
web is segmented into sentences (with SpaCy3). These sentences are 
then automatically processed by a classifier that contains a specific 
classification model. The sentences are represented with a classical 
vector space model (i.e. bag-of-words). 

To learn the models and automatically classify sentences, we need to 
provide labeled data (i.e. training data). For the proposed fine-grained 
classification, a dedicated corpus has been built [40]. This one is sum-
marized below. A detailed version of the guidelines and the labeled 
corpus are publicly available in a Dataverse repository [40]. For each 
sentence, two labeling approaches are proposed: event and information 
types. The Event type label aims to differentiate sentences referring to the 
current/recent outbreak (Current event and Risk event) from sentences 
referring to old outbreaks (Old event) or general information (General). 
Sentences that do not contain any epidemiological information are 
considered irrelevant (Irrelevant). The information type level describes 
the sentence epidemiological topic. As an epidemiological topic, we 
include the notification of a suspected or confirmed event, the 

description of a disease in an area (Descriptive epidemiology and Distri-
bution), preventive or control measures against a disease outbreak 
(Preventive and control measures), an event's economic and/or political 
impacts (Economic and political consequences), its suspected or confirmed 
transmission mode (Transmission pathway), the expression of concern 
and/or facts about risk factors (Concern and risk factors) and general 
information about the epidemiology of a pathogen or a disease (General 
epidemiology). 

3.5. Information extraction 

The final step aims to extract epidemiological entities from the 
relevant news content. In PADI-web 3.0, the previous information 
extraction method founded on rule-based systems and data mining 
techniques has been entirely replaced by a named entity recognition 
process detailed below. 

3.5.1. Named entity recognition 
As described in Section 2.2, several tools exist for named entity 

recognition (NER). SpaCy has been integrated into PADI-web 3.0. SpaCy 
already includes powerful NER models that allow recognizing general 
named entities in texts using several languages. With PADI-web, we can 

Fig. 5. Organisation of keyword lists in PADI-web 3.0.  

3 https://spacy.io/ 
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use a classical model to identify well-known named entities such as lo-
cations and organizations. Moreover, specific models for entity recog-
nition for the animal disease surveillance domain (e.g., host, etc.) could 
be used (see Section 2.2). We have used a labeled dataset [41] to learn 
and integrate a domain-specific model, which is able to detect host and 
disease names, as well as numbers of cases related to an outbreak. Both 
types of entities (i.e. general and specific) are then recognized with 
PADI-web 3.0. For location names, regular calls to the Geonames 
gazetteer API [42] aim to associate each recognized location name with 
a Geonames entity ID (see Fig. 3). 

3.5.2. Named entity annotation 
To annotate textual data, Brat4 was integrated into PADI-web 3.0. 

Brat is a powerful annotation tool that contains all the needed func-
tionalities to prepare and annotate a corpus (see Fig. 4). Moreover, 
PADI-web includes the possibility to export texts from the PADI-web 
database and convert them into the Brat format. PADI-web also in-
cludes the option to use the Brat annotated corpora to update an existing 
model and update it with new examples. 

3.5.3. Terminology extraction and semantic resource 
Terminology extraction is an important task in the natural language 

processing (NLP) domain. This enables the extraction of relevant and 
discriminative terms in textual data. Into PADI-web 3.0, we integrated a 
tool called BioTex [43] to highlight terms extracted from the textual 
data (i.e. news) of PADI-web. We use BioTex because it was initially built 
for the medical domain. BioTex combines linguistic and statistical in-
formation adapted to biomedical areas. To select the appropriate terms, 
BioTex uses two principles: (i) a combination of statistical methods, e.g., 
term frequency-inverse document frequency (TF-IDF), Okapi BM25 and 
C-value measures [43]; and (ii) use of a list of syntactic structures of the 
terms that have been learned with relevant sources in the medical 
domain, e.g., MeSH (Medical Subject Heading). The terms extracted 
with BioTex can be either words (e.g., ‘pig’) or multiword terms (e.g., 
‘wild pig’, ‘domestic pig’). 

To index data dealing with the agriculture domain, the AGROVOC5 

thesaurus has been integrated into PADI-web 3.0. AGROVOC is the 
largest linked open dataset dealing with the agriculture domain. 
AGROVOC is a thesaurus that contains 38,780 concepts and 808,000 

Fig. 6. Extract of a notification received the 8th of April 2021 related to avian influenza disease - List of new articles collected with French (FR) (automatically 
translated in English) and English (EN) feeds. 

4 https://brat.nlplab.org/ 5 http://www.fao.org/agrovoc/ 
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terms. 
Each keyword source is in one of 3 different source types that PADI- 

web 3.0 handles: from semantic resources (i.e., AGROVOC), from users 
(e.g., epidemiological-related keywords provided by a user), and from 
automatic processes (i.e., SpaCy and BioTex). Keywords are organized 
according to their source type and have a different color depending on it. 
In the text body, icons standing for keyword matches follow the same 
color code as in lists of keywords (see Fig. 5). 

3.5.4. Linking 
Finally, a keyword alignment mechanism is integrated into PADI- 

web 3.0 for entity and keyword recognition with elements of the 
PADI-web database. This keyword alignment mechanism is based on the 
Levenshtein distance [44,45]: two keywords are aligned if their distance 
is below a user-specified threshold. The distance measure is a 

Fig. 7. Extract of a notification received the 8th of April 2021 related to avian influenza disease - Information about (i) classification and (ii) keywords extracted. 
First, news classification is proposed with 2 types of classifications (i.e. fine-grained and relevance classifications). Second, the sentence classification described in 
subsection 3.3 is notified (i.e. event and information types). 

Table 1 
Performances of MLP for Event type classification.   

Precision Recall F-measure 

Current event 0.74 0.98 0.81 
(n = 799)    
Risk event 0.39 0.29 0.33 
(n = 105)    
Old event 0.33 0.09 0.14 
(n = 44)    
General 0.79 0.58 0.67 
(n = 136)    
Irrelevant 0.69 0.41 0.52 
(n = 160)    
Weighted 0.72 0.70 0.69 
average (±0.02) (±0.02) (±0.02)  

Table 2 
Performances of MLP for Information type classification.   

Precision Recall F-measure 

Descriptive epidemiology 0.70 0.78 0.73 
(n = 401)    
Distribution 0.67 0.15 0.24 
(n = 27)    
Preventive and control measures 0.57 0.75 0.65 
(n = 309)    
Concern and risk factors 0.53 0.35 0.42 
(n = 110)    
Transmission pathway 0.56 0.28 0.37 
(n = 69)    
Economic and political consequences 0.68 0.26 0.38 
(n = 58)    
General epidemiology 0.83 0.70 0.76 
(n = 109)    
Weighted average 0.66 0.66 0.66  

(±0.03) (±0.04) (±0.03)  
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normalized Levenshtein distance (normalized between 0 and 1 by 
dividing it by the length of the longest string). The Levenshtein distance 
between two strings is given by the minimum number of operations 
needed to transform one source string into the target string. An opera-
tion is an insertion, deletion, or substitution of a single character. 

The following subsection presents a notification system that uses the 
new functionalities presented in Subsections 3.4 and 3.5. 

3.6. User notifications 

Registered users can subscribe to notification emails in PADI-web 3.0 
to receive regular emails summarizing some basic information about the 
recently collected texts. Notification emails aim to provide a PADI-web 
user with a compact list of texts collected recently. It is also possible to 
filter articles by specifying some text sources (e.g., RSS feeds) in the 
users' preferences. They are sent daily or weekly (according to the users' 
preferences) and contain three types of information:  

• The list of new texts that have been collected during the period 
covered by the notification. The maximum amount of texts listed in 
an email is thirty. A link to the PADI-web search page is provided for 
a complete inspection (see Fig. 6).  

• Information about the classification of new texts covered by the 
notification email. For each classification task, the number of new 
texts that have been assigned to each classification label is provided 
(see Fig. 7).  

• Information about keywords and extracted information from the new 
texts. The 30 most frequent keywords found in the texts are listed 
with their respective frequency, i.e., the number of texts where each 
entity or keyword occurs (see Fig. 7). 

Daily notification emails are sent every morning starting from 7 am 
(according to the PADI-web server time). Weekly notifications are sent 
every Monday morning. 

4. Results 

This section presents experimental results obtained with sentence 
classification. We evaluated a global classification model able to 
correctly identify both the event type and information type of an unla-
beled sentence (see Section 3.4). We used an annotated corpus that 
contains 1244 sentences (from 87 news articles). We applied classical 
NLP techniques to transform the sentences into numerical vectors 
(punctuation removal, conversion to lowercase, splitting into tokens and 
Term Frequency - Inverse Document Frequency weighting) [46,47]. We 
compared three classifiers that are widely used for text classification, i.e. 
Naive Bayes (NB), support vector machines (SVMs) and multilayer 
perceptrons (MLPs). We estimated the performances of the trained 
models using precision, recall, F-measure and 5-cross-validation 
methods. Precision corresponds to the number of relevant sentences of 
a given class over the number of sentences attributed to this class. Recall 
is the number of relevant sentences of a given class over the real number 
of relevant sentences associated with this class. The F-measure is the 
harmonic mean of precision and recall. We presented the results using 
an MLP classifier in Tables 1 and 2. Classification scores for some classes 
are better (e.g., Current event, Descriptive epidemiology) than other ones 
(e.g., Old event, Distribution). We could explain this situation with the 
unbalanced datasets used. Moreover, during the annotation phase, many 
instances of dedicated classes (e.g., general epidemiology) involved the 
same sentence structure (e.g., ‘The virus causes a hemorrhagic fever 
with high mortality rates in pigs’) that favors machine learning ap-
proaches. MLP and SVM achieved comparatively equal performances 
and outperformed the NB classifier [48]. These behaviors were identical 
for both event type and information type classifications [48]. 

Into PADI-web 3.0, a selection of model families is trained on the 
current dataset (random forests with various parameters, linear support 

vector classification, neural networks, Gaussian-based models, K-nearest 
neighbors, etc.), using a 5-fold cross-validation scheme. The model 
obtaining the highest mean accuracy score6 is used to classify each new 
retrieved sentence. For article-level classification tasks, a model is 
trained and built automatically every night using existing user classifi-
cation labels. Currently, the trained classification models integrated into 
PADI-web 3.0 reach a mean accuracy score of 0.94 for the article-level 
Relevance task using a random forest classifier. For the sentence-level 
Event type and Information type classification tasks, the accuracy is 0.66 
and 0.49, respectively, with a random forest classifier in both cases. The 
preprocessing tasks applied in our experiments to optimize the results 
summarized in this paper and detailed in [48] have to be integrated into 
PADI-web 3.0. 

5. Discussions and conclusion 

This paper presented the extraction of epidemiological event infor-
mation for animal disease surveillance using new functionalities of 
PADI-web. These functionalities are based on semantic information and 
fine-grained information integrated into machine-learning approaches. 

[49] noted that health agencies have been reluctant to incorporate 
outputs from biosurveillance EBS tools into their systems because many 
technical issues had not yet been addressed. In the development of PADI- 
web 3.0 and its new functionalities, experts were solicited at different 
levels: identification of users' operational needs, annotation guideline 
creation, corpus annotation, qualitative evaluation of method outputs 
and regular feedback loops concerning the developments' methods and 
outputs. Health experts are inclined to integrate automatic processes 
beyond event-based surveillance outputs, as they directly support the 
decision-making process [50]. The links and collaborations between 
informatics and epidemiology should therefore be strengthened and 
promoted. 
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