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Scope

Data science in agriculture has evolved with the increasing accessibility of data to
farmers, which allows them to analyze and make decisions. Today, new technolo-
gies such as the Internet of Things (IoT) enable the collection and storage of farm
and environmental data (e.g., soil data and water data) in dedicated databases
and/or data warehouses. These agricultural data can be combined with other
data sources (e.g., remote sensing, weather stations, and social media), high-
lighting the need to address new challenges, such as the use of heterogeneous
data.

Data science in agriculture aims to explore and mine agricultural data via
different techniques, such as machine learning, deep learning, computer vision,
text mining, and large language models (LLMs). For example, data science can
be used to predict crop yields and plant and animal diseases with different vari-
ables, including rainfall, temperature fluctuations, and soil conditions, by using
a variety of data sources (e.g., sensor data, texts, satellite images, and plant
images).

Therefore, agriculture professionals and decision-makers can use data science
to obtain information and knowledge on which they can base decisions about
agricultural activities in Africa.

During the DAAfrica’2024 workshop that brought around 50 attendees, nine
abstracts were submitted and seven short papers are finally published in this
proceedings volume.

⋆ Supported by ASDS (https://asds.africa/), #DigitAg (https://www.hdigitag.fr/)
and the MOOD project (https://mood-h2020.eu/)
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jinou, Manhougbé Probus A. F. Kiki, François-Xavier Ametepe and Marc
Kokou Assogba, Lightweight segmentation of UAV images for early detec-
tion of maize leaf diseases, p14-24

4. Belayneh Dejene, Gizachew Setegn and Selamawit Belay, Explainable and
Interpretable Dry Beans Classification using Soft Voting Classifier, p25-40

5. Akouyo Yvette Gbedevi, Kossi Atchonouglo, Marie-Ange Manier and Sid
Lamrous, The effect of planning horizon length and green manure on net
income in Crop Rotation Problem, p41-51
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jinou, Manhougbé Probus A. F. Kiki, François-Xavier Ametepe and Marc
Kokou Assogba, Lightweight segmentation of UAV images for early detec-
tion of maize leaf diseases.

– Agouanet Franklin Platini and Tewa Jeanjules, Effectiveness of Image Pro-
cessing Techniques in the Cultural Control of Fungal Plant Leaf Diseases.

– Belayneh Dejene, Gizachew Setegn and Selamawit Belay, Explainable and
Interpretable Dry Beans Classification using Soft Voting Classifier.

– Akouyo Yvette Gbedevi, Kossi Atchonouglo, Marie-Ange Manier and Sid
Lamrous, Crop Rotation Problem, The significance of the planning horizon
duration and Fertilization with plants.
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Abstract. Weather forecasting in Africa is hampered by sparse meteo-
rological data and limited computational resources. This paper addresses
these challenges by proposing lightweight deep learning (DL) for weather
prediction and forecasting. We integrate active learning and transfer
learning methods to enhance model training efficiency and accuracy. By
focusing on the informativeness and representativeness of training sam-
ples, our approach significantly reduces the need for extensive and costly
labeling. After training on a source dataset, model skills are transferred
to target datasets, allowing for effective weather variable predictions with
minimal data. Extensive experiments on three weather datasets demon-
strate that our hybrid Transfer Active Learning method achieves similar
classification accuracy compared to existing methods, using only 20%
of the training samples. This study highlights the potential of advanced
DL techniques to improve weather forecasting in Africa, despite the con-
straints of data scarcity and limited computational infrastructure.

Keywords: Weather Forecasting · Deep Learning · Transfer Learning ·
Active Learning

1 Introduction

Weather forecasting is a critical component in managing and adapting to environ-
mental changes, particularly in Africa [1]. The continent faces unique challenges
due to its vast geographical diversity and limited availability of meteorological
data. Many regions in Africa have sparse weather station networks, resulting in
uneven and incomplete datasets [2]. Additionally, the computational resources
required for advanced weather prediction models are often scarce, further com-
plicating accurate forecasting efforts. These challenges necessitate innovative ap-
proaches that can leverage available data and computational resources efficiently.
Deep learning (DL) combined with strategies like active learning and transfer
learning offers promising solutions to enhance weather prediction and forecasting
accuracy in Africa. By utilizing lightweight DL models, it is possible to achieve

DAAfrica24    -    1
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2 K. Gikunda and N. Jouandeau

weather forecasts even in data-scarce and resource-constrained environments, ul-
timately aiding in better decision-making and resource management across the
continent.

2 Deep Learning for Weather Prediction

The non-linear behavior of meteorological data poses significant challenges for
weather prediction, even with state-of-the-art numerical models [3]. This com-
plexity has led researchers to explore emerging Artificial Intelligence (AI) ap-
proaches, which have demonstrated impressive performance in various fields [4].
Traditional parametric models, such as linear models, struggle with meteoro-
logical data due to their limited expressive power and inability to stack linear
operations for more abstract representations [5]. Non-parametric learners like
Gaussian kernels offer flexibility but are hindered by their reliance on local gen-
eralization and the exponential growth of input dimensionality.

Deep Learning (DL) methods address these challenges by stacking multiple
feature learning layers to form deep representations, enhancing both computa-
tional and statistical efficiency. Recent advancements have improved the repre-
sentation of inputs with fewer parameters, allowing for effective feature learning
using both labeled and unlabeled data. Transfer Learning (TL), a process within
DL, leverages learned features to apply knowledge from one domain to another
related domain, improving learning efficiency and effectiveness. This makes DL
particularly suitable for complex and dynamic fields like weather prediction.

Deep learning methods, especially convolutional neural network (CNN)-based
time series classifiers, have proven highly effective for extracting temporal and
spatial features from spatio-temporal weather data [7]. These methods offer
faster and more accurate predictions and can handle large, complex datasets
from weather satellites and IoT devices [8]. Unlike traditional models, DL do not
require extensive feature engineering, making them more adaptable and practical
for weather forecasting applications.

The flexibility and robustness of DL approaches make them well-suited for
the complexities of weather data, which often exhibit non-linear and chaotic be-
havior. DL models, leveraging distributed and sparse representations, can cap-
ture intricate data structures that traditional parametric and non-parametric
models struggle to represent effectively. This capability is crucial for processing
high-dimensional meteorological datasets, where capturing subtle patterns and
correlations can significantly enhance prediction accuracy.

DL’s superior feature learning capabilities allow for better representation and
understanding of weather patterns, leading to improved prediction accuracy and
reliability [9]. These techniques reduce the need for manual data preprocessing
and feature extraction, streamlining the forecasting process. Moreover, DL meth-
ods excel at learning from vast amounts of data, continually improving predictive
performance as more data becomes available. Their scalability ensures that fore-
casting systems remain efficient and effective even as data volumes grow, making
DL particularly beneficial for weather forecasting.

DAAfrica24    -    2
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3 Transfer Learning and Active Learning

To address the challenge of sparse training data in time series datasets, the
proposed model incorporates two primary DL techniques: Transfer Learning and
Active Learning.

TL allows the model to leverage pre-existing knowledge from a related source
task and apply it to the target task. This technique enhances the model’s ability
to generalize and perform well even with limited data by re-using model skills.
AL dynamically queries and selects the most informative samples to add to
the training set. It uses labeled data to provide critical information about class
labels or boundaries, while unlabeled data helps in understanding the base data
distribution. This iterative process improves the efficiency of the learning process
by focusing on the most useful data points.

Before delving into the specifics of these techniques, it is essential to define
the Time Series Classification (TSC) problem.

Definition 1. An univariate time series Ut = [x1, x2, ..., xT ] is an ordered set
of real values. The length of Ut is equal to the number of observable time-points
T.

Definition 2. A multivariate time series Mt = U1
t , U

2
t , ...., U

n
t consist of n ob-

servations per time-point with U i
t ∈ RT

Definition 3. A dataset D = (X1, Y1), (X2, Y2), ..., (XN , YN ) is a collection of
pairs (Xi, Yi) where Xi could either be Ut or Mt with Yi as its corresponding
label. For a dataset containing K classes, the label vector Yi is a vector of length
K where each element j ∈ [1,K] is equal to 1 if the class of Xi is j and 0
otherwise.

We can define Time Series Classification (TSC) as the task of mapping time-
based inputs to a probability distribution over a set of labels. This can be math-
ematically represented by the following equation:

Ct = f(w ∗ Ut−l/2:t+l/2 + b)|∀t ∈ 1, T (1)

C denotes the convolution result on a univariate time series Ut of length T with
a filter w of length l, a bias parameter b and a non-linear function f . Applying
several filters on a time series will result in a multivariate time series whose
dimensions are equal to the number of filters used. Using the same filter values
w and b in ConvNets its possible to find the results for all time stamps t ∈ [1, T ].
This is possible by using weight sharing that enables the model to learn feature
detectors that are invariant across the time array

4 Deep Transfer Active Learning

During target training, the model’s parameters are initialized using weights from
a previous task, represented as Θ ← ϑθ. After initializing the weights, a forward
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pass through the model is performed using the function f(θ, xi), which computes
the output for an input xi. The output is a vector of estimated probabilities for
xi belonging to each class. The prediction loss is then computed using a cost
function, such as the negative log likelihood. Using gradient descent, the weights
are updated in a backward pass to propagate the error. This iterative process
of forward pass followed by backpropagation updates the model’s parameters to
minimize the loss on the training data. During testing, the model is evaluated
on unseen data. A forward pass is performed on the new input, followed by
class prediction. The predicted class corresponds to the one with the highest
probability. For this, categorical cross-entropy is applied as the loss function,
denoted as:

L(y, ŷ) = −
N∑
i=1

yi log(ŷi) (2)

where yi is the true label and ŷi is the predicted probability for class i. This
loss function helps to measure the performance of the classification model by
comparing the predicted probabilities with the actual labels.

AL is used to select instances a model is most uncertain about to improve
learning efficiency. In uncertainty sampling, the model aims to identify and learn
from the most informative data points. Three primary metrics used to define un-
certainty are least confidence, sample margin, and entropy. To take consideration
of the entire output distribution, entropy is used as a metric which is defined as:

fu(x) = argmax
i
−
∑
i

P (yi|xi) logP (yi|xi) (3)

Here, P (yi|xi) is the posterior probability of instance xi belonging to class i. For
binary classification, the most uncertain instances are those with nearly equal
probabilities for both classes.

Besides uncertainty, considering the distribution of instances can enhance
AL performance. Instance diversity helps in selecting the most representative
samples, thus improving query performance and avoiding outliers.

The correlation measure assesses the pairwise similarities of instances. The
informativeness of an instance is determined by its average similarity to its neigh-
bors. For two instances xi and xj , the correlation measure fc is defined as:

fc(x) =
1

DU

∑
xj∈DU/xi

fc(xi, xj) (4)

The value of fc(xi) represents the density of xi in the unlabeled set. Higher
values indicate that an instance is closely related to others, while lower values
suggest outliers, which should be avoided for labeling.

To select the most informative and representative samples, a heuristic com-
bination of correlation and uncertainty measures is employed. The most effective
instance to label can be expressed as:

x̂ = argmax
i

(fu(x) · fc(x)) (5)
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This approach ensures that the selected samples are both uncertain and repre-
sentative, enhancing the learning process.

5 Results

Three datasets were used in the experiments namely: a) RAUS4 dataset contains
daily weather observations from various Australian weather stations for a period
of 10 years, b) KenCentralMet (Kenya Meteorological Department5 privately
acquired daily weather observations covering Central Kenya for a period of 3
years from 2012-2014 ) and c) MeteoNet6 a meteorological dataset developed
and made available by the French national meteorological service. For each of
the dataset, less than 20% of the labeled samples was used as the initial train-
ing set. We present comparison of the proposed DTAL method, as detailed in
the previous section, against: i) Random selection of data samples to query, iii)
QUIRE method inspired by the margin based active learning from the minimax
viewpoint with emphasize on selecting unlabeled instances that are both infor-
mative and representative [10], iv) DFAL method that selects unlabeled samples
with the smallest perturbation. The distance between a sample and its smallest
adversarial example better approximates the original distance to the decision
boundary [11], v) Core-Set non-uncertainty based AL method [12].

RAUS KenCentralMet MeteoNet
P R A P R A P R A

Random 81 80 79 64 67 62 89 85 91
DTAL 80 85 85 68 64 67 91 90 93
QUIRE 89 84 81 67 68 67 87 88 86
DFAL 83 82 80 60 62 64 91 88 93
Core-Set 79 83 84 65 65 68 90 91 91

Table 1. Experimental results with Precision P, Recall R and Accuracy A.

Table 1 shows that DTAL generally outperforms a bit other methods (except
QUIRE that is better with RAUS), especially in terms of precision and recall,
demonstrating the effectiveness of the proposed hybrid strategy in selecting the
most valuable training samples from the distribution. However, performance
varies depending on the dataset, highlighting the importance of dataset charac-
teristics in the efficacy of active learning methods and demonstrates that results
can be equivalent even with less samples.

6 Conclusion

This paper demonstrates the efficacy of lightweight deep learning, integrating ac-
tive and transfer learning, for weather prediction in Africa. Our hybrid Transfer
4 https://www.kaggle.com/datasets/jsphyg/weather-dataset-rattle-package
5 https://meteo.go.ke/
6 https://www.kaggle.com/datasets/katerpillar/meteonet
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6 K. Gikunda and N. Jouandeau

Active Learning method significantly enhances forecasting accuracy with min-
imal data, using only small portion of the training samples compared to ex-
isting methods. Despite challenges of data scarcity and limited computational
resources, our approach shows promise in providing good weather forecasts es-
sential for effective decision-making and resource management in Africa. Future
work will focus on refining these techniques and validating their practical benefits
in real-world applications.
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Abstract. Detecting plant health is crucial to prevent losses in the pro-
ductivity and quality of agricultural products. This study focuses on
identifying plant diseases through the visual examination of leaf patterns.
Specifically, we aim to efficiently determine the health status (diseased or
healthy) of lemon trees by analyzing the condition of their leaves using
nine different machine learning algorithms optimized with a deep learn-
ing approach. Our experimental results demonstrate that this method
achieves a high accuracy rate of 93%, surpassing other machine learn-
ing techniques. The integration of multiple machine learning algorithms
followed by deep learning proves to be a promising solution for effective
detection of tree diseases.

Keywords: Trees diseases detection · Binary detection · Machine learn-
ing · Deep Learning · Citrus fruit

1 Introduction

Before the advent of AI-based methods, early detection of disease in trees was
often hampered by rudimentary, empirical methods. Observers often had to rely
on visible signs such as changes in leaf color or obvious external symptoms, limit-
ing the ability to identify diseases at an early stage of development. In addition,
the diversity of diseases and the variability of forest environments made it dif-
ficult to implement uniform and reliable detection protocols. These challenges
highlighted the urgent need for innovative solutions to improve the efficiency
and accuracy of tree disease monitoring. Machine Learning (ML) in the field of
tree disease detection involves using algorithms to analyze data such as images
or sensory data to identify characteristic signs of disease. This approach enables
computer systems to learn from data without being explicitly programmed, thus

DAAfrica24    -    7
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improving the accuracy and efficiency of diagnosis. On the other hand, Deep
Learning (DL), an advanced branch of machine learning, uses artificial neural
networks to perform complex recognition and classification tasks. In tree disease
detection, deep learning enables in-depth analysis of high-resolution images, fa-
cilitating early detection of infection or structural damage thanks to its ability
to extract significant features and patterns from large quantities of data. Thus,
detecting plant health with ML and DL algorithms is crucial to prevent losses
in yield and quality of agricultural products by examining visually observable
patterns on plants, such as leaves, stems, and fruits.

In this paper, we aim at efficiently binary detection of the health status of
lemon trees (diseased or healthy) from the state of the leaves using an approach
based on deep learning optimization of nine machine learning algorithms. The
main contribution of this article is to design the following:

– Binary detection of the health status of trees from the state of the leaves
using an approach based on deep learning optimization of nine machine
learning algorithms.

– Comparison of our approach with nine Machine Learning algorithms.
– Application of four different evaluation metrics to compare results.

The rest of this paper is organized as follows: Section 2 reviews related works.
Section 3 introduces our proposed approach for detecting diseased trees. In Sec-
tion 4, we evaluate our results. Finally, Section 5 concludes the paper and sug-
gests potential directions for future research.

2 Related works

Numerous studies have focused on detecting diseases from the leaves of various
plants. For tomato, Prajwala et al.[1] proposed a variation of the convolutional
neural network model, LeNet, to detect and identify diseases in tomato leaves.
For rice, Kawcher et al.[2] introduced a rice leaf disease detection system utiliz-
ing machine learning techniques. Additionally, a study on potatoes [3] suggests
a model that employs pre-trained models for fine-tuning to extract relevant fea-
tures from the dataset, followed by a logistic regression classifier. For lemon tree,
Banni and Sksvmacet [4] proposed a model that utilises GLCM (Grey Level
Co-Occurrence Matrix) algorithms for the detection of citrus leaf disease. How-
ever, this study was unable to obtain appropriate outcomes in order to classify
the image data. This study yielded an accuracy rate of approximately 85.71%.
Recently, more work has been based on machine learning and deep learning
algorithms. Pramanik et al. [5] used Transfer Learning-based Deep Learning
models, specifically DenseNet-201, ResNet-50, ResNet-152V2, and Xception, to
classify lemon leaf diseases. Xception outperformed all other models in terms of
accuracy, with 94.34%. Khattak et al. [6] suggested the use of a CNN model to
distinguish between healthy fruits and leaves and those that have prevalent citrus
diseases, including black spot, canker, scab, greening, and Melanose. This CNN
model has a test accuracy of 94.55%. Hassam et al. [7] proposed a single-stream

DAAfrica24    -    8
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convolutional neural network architecture to identify illnesses in citrus fruits.
The expanded citrus dataset (Citrus Fruits, Leaves, and Hybrid Datasets) were
employed in the experiment, and the accuracy was 99.4%, 99.5%, and 99.7%
respectively. However, the study reveals little redundant information in the col-
lected deep features. Yuan [8] evaluated and compared two deep learning models,
DenseNet and MobileNet, for the case study of lemon leaf image classification.
This study indicated that MobileNet is more promising in practice. Islam et
al. [9] used InceptionV3 and VGG16 deep learning models to classify diseases
in citrus leaves, including melanoses, canker, scab, and black spot. InceptionV3
outperforms VGG16 in terms of accuracy. Despite numerous studies in the field
of agronomy, no previous work has employed a comprehensive set of ML algo-
rithms, including DL, to optimize the detection of tree diseases.

3 Our approach

In this Section, we propose the use of nine ML algorithms and DL techniques to
enhance the detection of tree diseases from leaf images. Various machine learning
techniques that we employed for this task, including:

1. Ada Boost : A technique of grouping a number of individual weak classifiers
all together in a single powerful classifier.

2. Logistic Regression : A model that maximises the probability for a binary
dependent variable.

3. Decision Trees : A technique that divides the data into subsets according to
specific values of the input dimensions, it can reveal the patterns correlated
with plant diseases.

4. Random Forests : A learning algorithm that builds many decision trees
in the training process.

5. Support Vector Machines : A method aims to select the hyperplane
that provides the maximum distance between classes of healthy and diseased
leaves in the space of features.

6. k-Nearest Neighbors : Categorizes a leaf based on the results of a majority
vote on the k nearest neighbors using distance.

7. Naive Bayes : Utilize the Bayesian model with strong (naive) hypothesis
of feature’s independence.

8. Linear Discriminant Analysis : A method aims to determine the best
way of dividing the different classes.

9. Extreme Gradient Boosting : An optimized gradient boosting.

As mentioned the result of the nine ML algorithms will be passed by a deep
learning model to make and optimize the finale decision as shown in Fig. 1.

4 Experimentation and results

In this Section, we will present the details and results of the experiments con-
ducted on images of lemon trees. The images used for this study were obtained
from the Collection of Different Category of Leaf Images[10]

DAAfrica24    -    9
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Fig. 1. General architecture of our proposed method

4.1 Methodology

We employed the nine machine learning algorithms discussed in the previous
section, followed by implementing a deep learning model. Specifically, our DL
model is a sequential model developed using Keras[11] consisting of five dense
layers. The first dense layer has 64 units with a ReLU activation function, taking
input data of dimension. The following layers have 128, 256, and 512 units, each
also using the ReLU activation. The last dense layer has a single unit with a
sigmoid activation function, suitable for binary classification tasks. The model is
compiled with the ’adam’ optimizer, ’binary crossentropy’ loss function. Finally,
the model is trained on data for 50 epochs with a batch size of 32.

4.2 Results

The result of experimentation are shown in Table 1. This outcomes demonstrate
a clear comparison of various algorithms in terms of Accuracy, Precision, Recall,
and F1-Score. Adaboost and SVM both achieve an accuracy of 85%, with Ad-
aboost showing a high recall of 99% and an F1-Score of 90%, indicating strong
performance in identifying true positives but a slightly lower precision of 82%.
Logistic Regression and XGBoost both achieve an accuracy of 87.5%, with high
precision 87% and recall 96%, resulting in an F1-Score of 92%, highlighting their
balanced performance. Decision Trees and Random Forests show lower accuracy
at 82.5% and 80% respectively, k-NN achieves also 82.5% of accuracy. Linear
Discriminant Analysis achieves 85% accuracy, while Naive Bayes has the lowest
accuracy at 75%, reflecting its limited effectiveness in this context. Notably, our
proposed ML-DL approach outperforms all other algorithms with an accuracy of
93%, precision of 90%, recall of 99%, and an F1-Score of 95%, indicating superior
overall performance in terms of both identifying true positives and minimizing
false positives. Moreover, we trained the VGG16 model proposed by Islam et al.
[9] on the same datasete used to train our model, the VGG16 model obtained
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about 85% in all evaluation metrics. Furthermore, the loss and accuracy curves
show that the loss steadily decreases while the accuracy consistently increases
until reaching 93%, indicating good model learning, as shown in Fig. 2.

Algorithm Accuracy Precision Recall F1-Score
Adaptative boosting 85% 82% 99% 90%
Logistic Regression 87,5% 87% 96% 92%
Decision Trees 82,5% 86% 89% 88%
Random Forests 80% 78% 99% 88%
Support Vector Machines 85% 82% 99% 90%
k-Nearest Neighbor 82,5% 80% 99% 89%
Linear Discriminant Analysis 85% 87% 93% 90%
Naive Bayes 75% 76% 93% 84%
eXtreme Gradient Boosting 87,5% 87% 96% 92%
Islam et al. [9] 85% 85% 85% 85%
Our approach 93% 90% 99% 95%

Table 1. Performance of Different Algorithms

Fig. 2. Loss and accuracy model curves

5 Conclusion

In this paper, we have proposed a new approach based on machine learning fol-
lowed by deep learning to efficiently detect the health status of tree leaves, using
nine powerful machine learning algorithms, namely adaboost, logistic regression,
decision tree, random forest, support vector machines, k-nearest neighbors, naive
bayes, linear discriminant analysis, and extreme gradient boosting. The results
presented in the experiment demonstrate that the proposed model outperformed
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the individual machine learning algorithms on four evaluation measures, achiev-
ing accuracy of 93%, precision of 90%, recall of 99%, and an F1 measure of 95%.
These results indicate the effectiveness and robustness of the proposed approach,
which can be used as an effective solution for tree disease control. Our future
research will explore the generalization of this approach to other domains and
datasets.
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Abstract. Unmanned Aerial Vehicles (UAVs) equiped with RGB cameras have 

emerged as effective tools for monitoring agricultural crops. However, motion 

blur in UAV images can affect the accuracy of subsequent image analysis tasks, 

such as disease detection in plant leaves. This study proposes a real-time image 

segmentation approach for analyzing UAV-captured maize leaf images. The al-

gorithm evaluates image blur using the Laplacian variance, applies an adaptive 

Wiener filter for deblurring, segments maize leaves from the background using 

color transformations, and identifies diseased regions through Canny edge and 

contour detection. Experimental results demonstrate the lightweight and effec-

tiveness of proposed approach with less than 1s runtime, improving image quality 

and allowing accurate disease detection of maize crops for real-time purpose. 

 

Keywords: UAV, RGB images, motion blur, maize diseases detection, segmen-

tation. 

1 Introduction 

Plant disease detection is a key application of UAVs and has been extensively re-

searched [1]. One of the advantages of using UAVs is its ability to detect diseases early 

and prevent their spread, thereby reducing crop losses [2]. Decision-support systems 

that incorporate UAVs can lead to better decision-making, increased production, im-

proved product quality, and labor savings [3]. UAVs are utilized across various crop 

types and for detecting multiple diseases. Some diseases present visible symptoms, 

while others require temperature measurements for detection [4]. Early detection of 

pests and crop diseases provides farmers and other stakeholders with enough time to 

prevent potential epidemics and minimize yield losses. However, motion blur in UAV 

images generally caused by the camera movement during image capture, the combined 

effects of atmospheric turbulence, the shaking of the UAV platforms, high altitude or 

operation errors can affect the accuracy of subsequent image analysis tasks, such as 

disease detection in crop plant leaves [5]. This represents a common issue in UAV im-

agery and various methods have been proposed to address motion blur. 

On the other hand, recent advancements in deep learning (DL) have produced vari-

ous methods for detecting and classifying plant diseases using images of infected plants 

[6]. However, they require huge datasets for advanced approaches such as CNN to pro-

duce good results and large image datasets result in increased accuracy rates [7]. 
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This study presents a real-time algorithm for the segmentation of UAV images, spe-

cifically targeting the detection of maize plant leaf diseases. The proposed method lev-

erages motion blur detection, adaptive Wiener filtering, color conversion combined 

with morphological operations, Canny edge detection, Otsu color thresholding and con-

tour area detection so that to isolate infected regions. The results demonstrate the algo-

rithm's efficacy in identifying unhealthy plant areas in less than 1 second runtime, 

thereby providing a robust tool for precision agriculture in real-time. The rest of the 

paper is organized as follows : in section 2, we present the related works, section 3 

outlines the proposed approach, the experimentation is introduced in section 4 and re-

sults and discussion are presented in section 5. Finally, section 6 provides a conclusion. 

2 Related works 

Successful disease estimation have been demonstrated in many UAV-based imagery 

applications such as [8], [9], [10]. These studies often used either the mean value of the 

vegetation index or the count of pixels below a certain threshold within a plot to esti-

mate the disease score. 

Table 1. gives a synthetic comparative analysis of classical image classification tech-

niques in plant leaves healthy and unhealthy area detection. 

Table 1. Comparison of classical image classification techniques. 

Classification 

Techniques Description Advantages Limits References 

Color thresh-

olding 

Compares the distribution of colors 

in an image using a threshold. 

- Simple to implement  

- Fast computation 

- Limited discriminative 

power  

- Sensitive to changes in 

lighting conditions 

[11] 

Texture Analy-

sis 

Analyzing textural patterns in an 

image to characterize healthy and 

unhealthy areas. 

- Captures subtle differ-

ences in texture  

- Robust against 

changes in lighting and 

color 

- Parameter tuning required  

- May be computationally in-

tensive 

[12] 

Machine 

Learning Mod-

els 

Utilizing machine learning algo-

rithms (e.g., SVM, Random Forest, 

CNN) to learn features and classify 

healthy and unhealthy areas. 

- High accuracy and ro-

bustness  

- Can automatically 

learn complex patterns 

- Requires large amounts of 

labeled data  

- Training and inference can 

be computationally costly 

[13] 

According to Table 1. the choice of classification algorithm depends on various fac-

tors, including the desired level of accuracy, computational resources, and the availa-

bility of labeled data. Color thresholding is simple and efficient but may lack the dis-

criminative power of more complex methods like texture analysis and machine learning 

models. Texture analysis can capture subtle differences in texture but may require more 

computational resources. Machine learning models offer high accuracy but come with 

higher complexity and resource requirements, especially during training. 

DAAfrica24    -    15



 Lightweight segmentation of UAV images for early detection of maize leaf diseases. 3 

3 Proposed Approach 

Figure 1 describes the proposed approach. 

 

Fig1. Scheme of the proposed method. 

The proposed algorithm involves several key steps and each step is based on specific 

mathematical operations and image processing techniques to ensure accurate segmen-

tation and detection. 

3.1 UAV Image Acquisition from field 

First, UAVs equipped with high-resolution RGB cameras capture images of maize 

fields. The UAV images were collected between 4:45 p.m. and 6:00 p.m., on July 14, 

2024, whereas it was sunny and windless. The DJI Mini 3 Pro, a quadcopter UAV sys-

tem, was used to collect aerial images of maize leaves from a field. This system carried 

an automated RGB sensor (Quad Bayer CMOS camera) which was developed for agri-

cultural applications. 

Image Preprocessing. The second step in the algorithm involves preprocessing the 

UAV-captured images to enhance their quality and reduce noise. This is crucial for 

improving the accuracy of subsequent image analysis steps. 

Motion Blur Detection and Assessing. The Laplacian variance [14] is used to detect 

motion blur. When detected, an adaptive Wiener filter is applied to deblur the images. 

To assess the degree of motion blur in the UAV images, we calculate the Laplacian 

variance of the grayscale image : 

𝐿𝑎𝑝𝑙𝑎𝑐𝑖𝑎𝑛(𝐼) = ∑ (
𝜕2𝐼

𝜕𝑥2 +
𝜕2𝐼

𝜕𝑦2 )𝑖,𝑗                    (1) 

𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 =
1

𝑁
∑ (𝐿𝑎𝑝𝑙𝑎𝑐𝑖𝑎𝑛(𝑖, 𝑗) − 𝜇)2  𝑖,𝑗                (2) 

Where 𝐼 is the grayscale image, 𝜇 is the mean of the Laplacian image, and 𝑁 is the 

total number of pixels. 
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The variance provides a measure of image sharpness, with lower values indicating 

higher blur levels. 

Image Deblurring by Adaptive Wiener Filter. If the image is found to be blurred, an 

adaptive Wiener filter is applied to reduce noise and enhance details. The Wiener filter 

operates as follows: 

Normalize grayscale image: 

𝐼𝑛𝑜𝑟𝑚 =
𝐼𝑔𝑟𝑎𝑦

255.0
                           (3)  

Create averaging kernel: 

𝐾 =
1

𝑘2 1𝑘×𝑘                          (4) 

Compute local mean and variance: 

𝜇𝑙𝑜𝑐𝑎𝑙 = 𝑐𝑜𝑛𝑣𝑜𝑙𝑣𝑒2𝑑(𝐼𝑛𝑜𝑟𝑚, 𝐾, ’𝑠𝑎𝑚𝑒’)               (5) 

Compute overall variance: 

     𝜎𝑙𝑜𝑐𝑎𝑙
2 = 𝑐𝑜𝑛𝑣𝑜𝑙𝑣𝑒2𝑑(𝐼𝑛𝑜𝑟𝑚

2 , 𝐾, ’𝑠𝑎𝑚𝑒’) − 𝜇𝑙𝑜𝑐𝑎𝑙
2             (6) 

Apply Wiener filter 

𝐼𝑤𝑖𝑒𝑛𝑒𝑟  = (𝐼𝑛𝑜𝑟𝑚 − 𝜇𝑙𝑜𝑐𝑎𝑙) ⋅ (
σ𝑜𝑣𝑒𝑟𝑎𝑙𝑙

2

𝜎𝑙𝑜𝑐𝑎𝑙
2 +𝜎𝑜𝑣𝑒𝑟𝑎𝑙𝑙

2 ) + 𝜇𝑙𝑜𝑐𝑎𝑙  (7) 

Denormalize:     

 𝐼 𝑑𝑒𝑏𝑙𝑢𝑟𝑟𝑒𝑑 = 𝐼𝑤𝑖𝑒𝑛𝑒𝑟 ⋅ 255                     (8) 

Image Segmentation. The third step in the algorithm relates to segmentation which 

plays a crucial role in identifying regions of interest within UAV images, such as 

healthy and infected areas of maize plant leaves, for further analysis. 

HSV Color Segmentation. The deblurred image is then converted to the HSV (Hue, 

Saturation, Value) color space to facilitate segmentation based on color characteristics 

[15]. The green color range corresponding to healthy maize leaves is defined in the 

HSV space, and a binary mask is created to isolate these regions: 

𝑀𝑎𝑠𝑘 = {
1   𝑖𝑓 𝑟𝑎𝑛𝑔𝑒1 ≤ 𝐻𝑆𝑉(𝑥, 𝑦) ≤ 𝑟𝑎𝑛𝑔𝑒2
0                                                 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

         (9) 

where 𝑟𝑎𝑛𝑔𝑒1 and 𝑟𝑎𝑛𝑔𝑒2 define the HSV range for green color. 

Morphological operations, including opening and closing, are applied to the binary  

mask to remove noise and smooth the segmented regions. 
    𝑀𝑜𝑟𝑝ℎ𝑜𝑙𝑜𝑔𝑦(𝐼) = (𝐼 ⊙ 𝐾) ⊕ 𝐾                 (10)   
where ⊙ denotes morphological opening and ⊕ denotes closing, and 𝐾 is the structu-

ring element. 

Division into Patch. The preprocessed image is divided into a specified number of 

equal-sized patches for localized analysis of disease symptoms. The number of patches 

here is 10.  

Calculate patch dimensions : 

ℎ𝑝 =
𝐻

2
       (11) ;                             𝑤𝑝 =

𝑊

5
      (12)  
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where 𝐻 is the height and 𝑊 is the width of the patch 

Canny Edge Detection. Each patch undergoes further analysis to detect and classify 

objects of interest. The edges of potential diseased regions are detected using the Canny 

edge detection algorithm [16], which identifies boundaries based on gradients in the 

image : 

𝐸𝑑𝑔𝑒𝑠(𝑥, 𝑦) = {
1  𝑖𝑓 𝐺(𝑥, 𝑦) > 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑
0                            𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

       (13) 

where G(x,y) is the gradient magnitude at pixel (x,y). 

Image Classification. The detected edges are used to identify contours, which are then 

classified as healthy or unhealthy based on their area. A threshold is applied to differ-

entiate between large healthy regions and smaller unhealthy spots. Contours are then 

extracted and classified based on their area, with larger areas typically indicating 

healthy regions and smaller areas potentially indicating diseased regions. 

Following equations explain the classification process : 

𝐴𝑟𝑒𝑎 = ∑ ∑ 𝐼𝑖𝑗
𝑁−1
𝑗=0

𝑀−1
𝑖=0        (14) 

where 𝐼𝑖𝑗is the pixel value within a contour. 

 

𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 = {
𝐻𝑒𝑎𝑙𝑡ℎ𝑦             𝑖𝑓 𝐴𝑟𝑒𝑎 > 𝐴 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑   
𝑈𝑛ℎ𝑒𝑎𝑙𝑡ℎ𝑦                               𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

       (15) 

where 𝐴 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑  is fixed here to 500. 

 

Below is the detailed algorithm : 

Algorithm 1: Lightweight Segmentation for maize leave disease detection 
  Input: x,y, I(x, y), ctg(), clv(), avf(), rhsv(), sgr(), mo(), dpp(), ced(), fdc() --image of leaves 

  Begin 

  1: Initialize Image Processing  

  Output: Result -- Segmented and classified plant regions 

  2: I(x, y) ← ctg(I(x, y)))  -- Convert the UAV image to a grayscale image 

  3: σ² ← clv(I(x, y)) -- Calculate the Laplacian variance to assess image sharpness 

  4:  if σ² < Threshold then  

  5:       I(x, y) ← avf(I(x, y)) -- Apply the adaptive Wiener filter if Variance  < threshold 

  6:  end if 

  7: IHSV ← rhsv(I(x, y))  --Resize the image and convert it to the HSV color space 

  8: ILeaves ← sgr(IHSV) -- Segment green plant regions using predefined HSV ranges 

  9: Imo ←mo(IMorph--Apply morphological operations to enhance segmentation 

 10:Patch [ ] ← dpp(Imo)  -- Divide the processed image into smaller patches  

 11: for each patch in Patch do 

 12:     Edge [ ] ← ced(patch) -- Canny edge detection of each patch 

 13:     Cntrs [ ] ← fdc(Edge [ ]) -- Classify detected edges based on health status 

 14: end For 
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4 Experimentation 

The characteristics of the UAV employed for the flight mission and the computer used 

for testing resulting aerial images are shown in Table 2 below.  

4.1 Characteristics of UAV used for data acquisition 

The mini-sized, mega-capable DJI Mini 3 Pro is just as powerful as it is portable. 

Weighing less than 249 g and with upgraded safety features, it is not only regulation-

friendly but also the safest in its series [17]. With a 1/1.3-inch sensor and top-tier fea-

tures, it redefines what it means to fly Mini. 

Table 1. shows the specifications of the small UAV used for acquiring the images of 

the maize plants leaves used for constructing the dataset [18]. 

Table 2. Characteristics of the DJI Mini 3 Pro used for experimentation. 

Characteristics  Specifications 

Model DJI Mini 3 Pro 

Weight Under 250g 

Camera 1/1.3" (0.77") 48MP f1.7 Quad Bayer CMOS Sensor 

Frame per second (fps) 4K 60 fps with HDR; 1080p 120fps 

Camera Orientation Horizontal and Fully Vertical camera orientations 

Sensors Obstacle Avoidance Sensors 

Flight Mode Intelligent 

Flight times Up to 47 minutes (with the optional larger batter) or 25-30 

minutes with the standard supplied batteries. 

Controller New Smart with 1080p 30fps 

Maximum flight speed 16 m/s 

Maximum flight height 4000m 

Maximum horizontal range 8KM 

4.2 Experimentation site localisation 

The images were accessed on 14 July 2024 and acquired on board the UAV, in the 

village of Dodji-Sehe inside Sekou in the town of Allada, Benin Republic. Following 

Fig. 2 and Fig. 3 give aditionnal details on the site of study. 

 

    

 

 

 

Fig. 2. Acquisition site localization,       Fig. 3. Dodji-Sèhè village, Sékou District 

Benin Republic Map  
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4.3 Dataset 

The dataset consists of 266 images. When the images are captured in the state of stabi-

lization of the device they are usually clear. On the other hand, the images captured 

during flight time are subject to motion blur. 

The selected images were in the JPG file format and 4032 x 3024 pixels (see Figure 

2). 

 

    
(a)       (b)       (c)       (d) 

    
    (e)       (f)        (g)      (h)   

Fig. 2. Example of UAV images of maize leaves from the dataset. Image from (a) to (d) appear 

to be sharp whereas those from (e) to (h) are motion-blurred.  

5 Results and discussion 

5.1 Preprocessing steps 

Below we present a sample of image from the dataset with preprocessing steps as fol-

lows: 

                         
   (a)        (b)       (c)        

Fig. 5. (a) Original image, (b) Adaptive Wiener deblurred image of (a), (c) histogram of b  

Table 2 indicates the performances characteristics of the deblurred image. 

Table 2. Performances of the Adaptive Wiener Filter image deblurring step. 

Image Quality Index Value 

Image Entropy 6.508706806116296 

MSE 704.7281638886699 

PSNR 19.65058732797596 

SSIM 0.853058838351285 

Ac-
Dodj
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This deblurred image is characterized by an Entropy of 6,50 ; a Minimun Square Error 

of 704,72 ; a Peak Signal to Noise Ratio of 19,65 and a Structural Similarity Index 

Measure of 0,85, which indicates generation of an image of better quality. 

 

5.2 HSV color segmentation 

We perform here plant leaves segmentation using color transformations based on HSV 

color space combined with morphological operations. Figure 3.d) shows the result of 

extracted maize leaves from background. 

 

                                                                     
Fig. 6. Original image of maize leaves  Fig. 7. Maize Leaves Extracted from background 

 

We perform here plant leaves segmentation using color transformations based on 

HSV color space combined with morphological operations. 

Color transformations provides a reliable means to segment maize leaves from the 

background, a critical step for accurate disease detection. 

5.3 Division into patches and Canny Edge Detection 

           
    (a)       (b)     (c)      (d)      (e)  

           
     (f)     (g)     (h)       (i)      (j)  

Fig. 8. Division into 10 patches and Canny Edge Detection 

The preprocessed image is divided into a specified number of equal-sized patches 

for localized analysis of disease symptoms. The number of patches here is 10. Each 

patch undergoes Canny edge algorithm to detect objects of interest. 
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5.4 Health classification 

Figure 5. below shows the health classification results generated for the 10 patches of 

the sample image used above. 

 

          
    (a)       (b)       (c)     (d)    (e)  

               
    (f)    (g)     (h)       (i)     (j)   

Fig. 5. Health classification results. For each pacth generated from a to j, note a = (Patch1and 

Res(Patch1)),  j = (Patch10, Res(Patch10)) where Res(Patch1) is the result after Canny edge 

detetion and classification as healthy (green pixels) and unhealthy (red spots (non-green diseased 

areas) and double red contours for leaves damaged on edges. 

Table 3. below presents the runtime of the program for a previously clear image. 

Table 3. Performance Analysis of classification results of tested UAV maize leaves images. 

Performance criteria Value 

Runtime of the program 0.863659143447876 seconds 

According to Table 3, the classification results are otained in 0,86 second less than 

1 second runtime, which ensures low computation performance of the proposed ap-

proach, crucial condition for real-time application and decision-making. 

The proposed approach addresses several key challenges in UAV-based crop moni-

toring. By evaluating and correcting image blur, we ensure that the subsequent segmen-

tation and analysis steps are based on high-quality data. The use of adaptive Wiener 

filtering is particularly beneficial for real-time applications due to its efficiency and 

effectiveness in varying noise conditions. Color transformations provide a reliable 

means to segment maize leaves from the background, a critical step for accurate disease 

detection. The division of the image into patches allows for detailed localized analysis, 

making it possible to detect early signs of disease that might be missed in a full-image 

analysis. Canny edge detection and color thresholding leverages both structural and 

color information, enhancing speed and robustness of disease detection in 0,86 second. 
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6 Conclusion 

This study presents a comprehensive real-time image processing algorithm for analyz-

ing UAV-captured images of maize leaves. First, we leverage adaptive Wiener filtering 

to address image motion blur, then use color space transformation to segment maize 

leaves and finally patch-based analysis to detect diseased regions through a combina-

tion of edge detection and color analysis. The proposed method offers a promising so-

lution for automated crop health monitoring, enabling timely interventions and improv-

ing agricultural productivity, forming a fast and effective tool for precision agriculture 

with less than 1 second. Future work will focus on optimizing the algorithm for differ-

ent crop types and integrating it into a real-time UAV-based monitoring system. 
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Abstract. Dry beans, integral to the Fabaceae family, boast global significance with their diverse genetic heritage 

tracing back to their dissemination from America centuries ago. This study endeavours to develop an explainable 

dry bean classification model using a soft voting classifier, juxtaposing its performance against classic and ensem-

ble machine learning algorithms. Data preprocessing ensured suitability for classification algorithms, with feature 

selection employing information gain and variance inflation factors. The class imbalance was addressed via 

SMOTE + Tomek methods. Evaluation metrics encompassed accuracy, precision, recall, and F1-score. XGBoost 

led with 92.5065% accuracy, while soft voting classifiers (LGBM, XGB, CatBoost, RF, and DT) closely followed 

at 92.691%. The soft voting classifier proved optimal for dry bean classification, aiding in model interpretation and 

decision-making processes. 

Keywords: Classification, Dry bean, Explainable, Machine learning, voting classifier. 

1. Introduction 

Dry beans belong to the diverse Fabaceae family, sometimes referred to as Leguminosae, and they are the most im-

portant and the most produced pulse in the world [1]. It originated in America, while there is a wide genetic diversity 

in the world since, in the 15th and 16th centuries, they were transported to Europe and Africa and quickly spread to 

the rest of the globe[1]. The selection of dry beans plays an important role in the economy of agriculture-based coun-

tries like Bangladesh, India, Pakistan, etc. throughout the winter season. Currently, Dry bean is a staple food for many 

regions of the world and processing enables the consumption and incorporation of this nutrient-dense food in daily 

diets. Dry beans are the most known source of protein. In addition, they are low in fat and a rich source of fiber and 

other important nutrients [2][3]. Dry beans are important for environmental and human health benefits, such as im-

proved soil fertility, reduced risk of chronic disease, and improved or promoted glycemic control [1]. There are several 

genetic diversities of dry beans, and it is the most produced one among the edible legume crops in the world. According 

to the Turkish Standards Institution, dry beans are classified as Barbunya, Battal, Bombay, Calı, Dermason, Horoz, 

Tombul, Selanik, and Seker” based on their botanical characteristics [4][5][6]. Plants are sensitive to the effect of 

climatic changes and they have a variety of resistance. Finding high-quality seed is the primary challenge facing dry 

bean producers and distributors or marketers. Using a lower quality seed in production will induce to lower quantity 

even if all the cultivation conditions are provided. A wide range of computational tools are available to regulate food 
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and agricultural product quality. But most of them are done with the use of conventional techniques of the profession-

als. For example, different seed categorization is conducted based on human understanding, and determining the type 

of dry beans requires a skillful person to take a huge time manually, and passes a challenging process [6].  In particular, 

the color of various dry bean species varies, and geometrical data does not reveal this color variation. Due to this 

reason, it is vital in economically technical aspects to build an automated technique to detect as well as categorize 

seed features rapidly and repeatedly. Even, it is difficult for a human operator to understand or handle the seeds except 

for specific tools or automatic software procedures. The main problem dry bean producers and marketers face is in 

ascertaining good seed quality. Lower quality of seeds leads to lower quality of produce. Seed quality is the key to 

bean cultivation in terms of yield and disease. In today’s world, the inspection of the quality of seeds, fruits, and 

vegetables along with the examination and categorization of seeds and grains have been performed worldwide to meet 

these demands with the help of machine learning and computer vision [4]. This is why we try to use a soft voting 

classifier and compare it with individual algorithms to classify dry beans. In recent years, machine learning algorithms 

have been used in the inspection, classification, prediction, and segmentation of food product quality. Classification 

techniques are becoming more popular in the fields of medicine, biostatistics, bioinformatics, agriculture, business, 

etc. as machine learning applications [7]. Machine learning is a subfield of artificial intelligence that enables comput-

ers to understand existing data and estimate the existence of unidentified targets. Seed quality is influential in crop 

production. Seed classification is important for both producers and marketers to provide the values of sustainable 

agricultural systems.  By applying predictive analysis to agricultural data, significant decisions can be taken and clas-

sifications can be made.  

Besides the classification model conducting explainability and interpretability of the classification model provide the 

professionals with insights into how the classifications are made, fostering trust in the model's decisions [8]. The 

explainable machine learning model impacts professionals more likely to trust and adopt understand and interpret the 

reasoning behind the model's recommendations by solving the black box nature of the algorithms. To handle this 

problem, several studies have been conducted to detect the quality of dry beans using various machine-learning tech-

niques. For example, [4][5][6][7] conducted on dry bean classifications. The previous research on dry bean classifi-

cation has largely neglected the crucial aspect of explainability and interpretability in their models. Instead, researchers 

predominantly focused on employing various algorithms without addressing the black box nature inherent in these 

methods. Classic machine learning approaches were commonly utilized, often with default parameter settings, despite 

evidence suggesting that optimizing these parameters could enhance classification performance [9]. Additionally, 

while some studies attempted to tackle class imbalance issues, they typically employed simplistic oversampling meth-

ods, which could lead to the generation of redundant data. Advanced techniques for addressing class imbalance were 

rarely explored. Furthermore, previous research overlooked feature selection methods, which could potentially im-

prove model efficiency and interpretability. The absence of studies utilizing explainable techniques to handle black-

box models, as well as the scarcity of research employing soft voting classifiers and tuned parameters, underscored 

the need for this study. Motivated by these gaps, this study endeavors to develop an explainable and interpretable 

classification model for dry beans. It seeks to utilize soft voting classifiers, a technique not extensively explored in 
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previous research, and compare its performance with individual machine learning algorithms. By incorporating ex-

plainable and interpretable methods, this study aims to classify dry beans accurately while providing insights into the 

decision-making process, thus facilitating evidence-based policies and interventions in the selection of appropriate 

dry bean classes. 

2. Related works 

Several studies such as [4] [5][6] and [7], investigated the dry bean classifications using machine learning algorithms. However, 

most of the previous researchers didn’t consider the explainability and the interpretability of the dry beans’ classification model, 

most of these previous studies developed a classification model by handling the class imbalance problem on the whole data and 

developing the classification model without tuning relevant parameters. These studies did not conduct any feature selection meth-

ods, they developed the classification model by using all the features in the dataset. M. Koklu and I. A. Ozkan [4] develop multi-

class dry bean classifiers using MLP, SVM, kNN, and DT, classification models. The overall correct classification rates have been 

determined as 91.73%, 93.13%, 87.92%, and 92.52% for MLP, SVM, kNN, and DT, respectively. The SVM classification model 

has the highest performance with the accuracy of the Barbunya, Bombay, Cali, Dermason, Horoz, Seker, and Sira bean varieties 

92.36%, 100.00%, 95.03%, 94.36%, 94.92%, 94.67%, and 86.84%, respectively. However, this researcher didn’t consider the 

explainability and the interpretability of the dry beans’ classification model.  G. Słowiński [5] tried to classify dry beans using 

machine learning techniques: Multinomial Bayes, Support Vector Machines, Decision Trees, Random Forests, and Voting Classi-

fier. The overall accuracies obtained were in the range: of 88.35 - 93.61%. However, this researcher didn’t consider the explaina-

bility and the interpretability of the dry beans’ classification model. M. Salauddin Khan et al [7] aimed to construct a multiclass 

dry bean classification model using the eight most popular classifiers and compare their performances. The algorithms they used, 

were LR, NB, KNN, DT, RF, XGB, SVM, and MLP with balanced and imbalanced classes. The XGB classifier performed better 

than other classifiers with the balanced and imbalanced dataset of dry beans within each class. It performed an accuracy of 93.0% 

and 95.4% in imbalanced and balanced classes respectively. The overall performance is better than the previous studies, however, 

the researchers didn’t consider the explainability and the interpretability of the dry beans’ classification model. The researcher 

develops the model without tuning the parameters and developing the model without those parameters faces overfitting. Not only 

this but also, the researcher handles the class imbalance problems on the whole dataset before splitting it, and evaluating the model 

using those fabricated datasets. 

3. Materials and Methods 

3.1. Data collection methods 

To conduct this study, we have used the publicly available dataset in the Kaggle repository. The extracted datasets consist of a 

total of 13,611 grains of 7 different registered dry beans with a total of 17 features including the class level (see table 1 here below 

for the dataset descriptions) 

Table 1. Dataset descriptions 

No Feature Type Description 

1 Area Integer The area of a bean zone and the number of pixels within its boundaries 

2 Perimeter float Bean circumference is defined as the length of its border 

3 Major axis 

length 

float  The distance between the ends of a dry bean can be drawn from a bean the longest 

line that 
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4 Minor axis 

length 

float The longest line that can be drawn from the bean while standing perpendicular to 

the main axis 

5 Aspect ratio float Defines the relationship between L and l 

6 Eccentricity Real The eccentricity of the ellipse having the same moments as the region 

7 Convex area Integer Number of pixels in the smallest convex polygon that can contain the area of a bean 

seed 

8 Equivalent di-

ameter 

float The seed area diameter of a circle is the same area as a bean 

9 Extent float The ratio of the pixels in the bounding box to the bean area 

10 Solidity float The ratio of the pixels in the convex shell to those found in beans 

11 Roundness float Calculated with the following formula 

12 Compactness float Measures the roundness of an object 

13 ShapeFactor1 float Shape factor 1 

14 ShapeFactor2 float Shape factor 2 

15 ShapeFactor3 float Shape factor 3 

16 ShapeFactor4 float Shape factor 4 

17 Class Nominal Target class of the dry bean 

               Data preprocessing methods 

Data preparation involves data selection, data cleaning, data integration, feature selection, handling imbalances, and data trans-

formation to make it available to extract value from those data [10][11]. In this subsection, we have detected the missing values, 

removed redundancies, detected outliers, and handled class imbalance problems from the dataset using statistical methods 

              Data cleaning 

This is a way of removing noise, inconsistencies, redundancy, and missing values to carefully develop the model. Without 

cleaning the collected data, we can’t get an accurate result [12][13]. In the dataset, there are no missing values, though we have not 

applied any methods to handle the missing values. From the data, we have removed 68 redundant records using drop redundant 

methods. Most of the variables have a higher proportion of outliers including Area, Perimeter, Minor Axis Length, Eccentricity, 

Convex Area, EquivDiameter, and ShapeFactor4. To handle this outlier, we have used interquartile range and boxplot methods. 

                Data transformation 

Where data are transformed and consolidated into forms appropriate for extracting by performing summary or aggregation 

operations. The data are transformed into forms appropriate for mining [14][15]. In these datasets, only the class level needs to be 

transformed for mining purposes, but all the remaining features don’t need to transform and we have used it as it is. To transform 

the class level, we have used the level encoding methods and encoded them into numeric values. We have encoded as 

‘DERMASON’ = 0, ’SIRA’ = 1, ’SEKER’ = 2, ’HOROZ’ = 3, ’CALI’ = 4, ’BARBUNYA’ = 5, and ’BOMBAY’ = 6.  

             Feature selection 

In this method, we have checked the importance of all the features by using information gain, (see Fig 1 here below), from the 

16 features the last three, features (ShapeFactor4, Solidity, and Extent) were the least important, but it is not mean that they are not 

valuable for the model. We have checked the multicollinearity of the feature using the variance inflation factor, and the variance 

inflation factor shows that all of the features were significant to the model. Due to this, we have not dropped them for their useful-

ness and we used all of the 16 features for developing the classification model. 
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Fig. 1. Feature importance 

                  Handling class imbalance 

By nature, the class level of the collected data is imbalanced see Figure 2 here below. To overcome the imbalanced class distri-

butions problem, we can add samples to or remove samples from the data set [16]. Sampling can be achieved in two ways, Under-

sampling, randomly removing the majority class, oversampling the minority class, or by combining over and under-sampling tech-

niques [16][17]. The extracted dataset class level has 7 values, from these values, some of them have the least values see Figure 2 

here below. In the class distribution, the “BOMBAY” class has the least value when we compare it with other classes. To conduct 

this research, we used the synthetic minority over-sampling technique (SMOTE) + Tomek methods to handle the class imbalance 

of the class levels of the dataset. The main reason that we use SMOTE + Tomek is, it avoids the loss of valuable information 

[16][17]. In SMOTE + Tomek, the SMOTE combines the SMOTE ability to generate synthetic data for the minority class and the 

Tomek ability to remove the data that are identified as Tomek links from the majority class [18][19]. 

 

Fig. 2. Class imbalance 

Train test split 

In model building, the researcher needs to develop datasets for training and testing to learn and evaluate the machine appropri-

ately [20][21]. To conduct this study, we used the stratified splitting technique to split the whole dataset to train and test data and 

split the dataset into 80:20 train test ratios. 
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      Parameter tuning 

In the process of machine learning and deep learning algorithms, the performance of the algorithm highly depends on the selec-

tion of hyperparameters, which has always been a crucial step in the process of machine learning [22][23][24]. To improve the 

performance rate for each algorithm a collection of hyperparameters has been tuned using grid search methods. Gird search is 

commonly used as an approach to hyper-parameter tuning that will methodologically build and evaluate a model for each combi-

nation of algorithm parameters specified in a grid [24]. Here, we used the grid-search with GridSearchCV for selecting tuning 

parameters for a homogeneous ensemble machine learning algorithm.  

Table 2.   Tuned parameters 

 

No  Algorithms  Parameters  

1  Soft voting classifier   Default parameters 

2 LGBM classifier Default parameters 

3 Random Forest criterion='entropy’,max_features='sqrt',min_samples_split=3,n_estima-

tors=500,random_state=0,max_depth=20, max_leaf_nodes=400, n_jobs=-1 

4 Cat boost  random_state=42, learning_rate=0.1, l2_leaf_reg=4, iterations=600, depth= 6  

5 xgboost 

 

random_state=42, verbosity=0, min_child_weight=2, max_depth=4, learn-

ing_rate=0.15, gamma=0.22, colsample_bytree=0.5 

6 Decision tree max_depth=20, criterion='gini',max_features='sqrt',splitter='best', 

max_leaf_nodes=100 ,min_samples_split=3 

Classification model 

In this study, to construct a dry bean classification model we have used a soft voting classifier in both the balanced and the 

unbalanced dataset. To compare that the soft voting classifier can perform better than other machine learning algorithms, another 

model was developed using decision tree algorithms and other ensemble learning classifiers namely random forest, catboost 

XGBoost, and LGBM classifiers. To improve each algorithm's performance rate, a collection of hyperparameters has been tuned 

using grid search methods. The performance of each classification model was evaluated using accuracy, precision, recall, and F1- 

score. 

Model explainability 

To enhance the explainability of the classification model, we have employed various feature relevance explanation techniques 

like Local Interpretable Model-agnostic Explanations (LIME) and Shapley Additive Explanation (SHAP) to highlight the most 

influential features and regions in the input data, and to explain the quality of the inner functioning of deep learning models and 

decisions by calculating the influence of each input variable and producing relevant scores. Global interpretability techniques, such 

as feature importance analysis or rule extraction, are employed to reveal the underlying patterns and decision rules learned by the 

model [8].  

4. Result and discussion 

Experiments have been carried out to develop a dry bean classification model by using a soft voting classifier and comparing it 

with other classic and ensemble machine learning algorithms. To construct a classification model for dry beans, we conducted two 
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experiments on the imbalance data and the balanced data using a soft voting classifier, RF, cat boost, XGB, LGBM, and DT. Each 

experiment was conducted using 16 features and by using all the tuned parameters using grid search (see Table 2). This experiment 

is multiclass classification because the dataset by nature has seven class levels. In these experiments, we evaluated all the classifi-

cation models using accuracy, precision, recall, and f1_score evaluation metrics. Finally, we have explained the model using LIME 

and SHAP feature relevancy explanation techniques. 

Experiment# 1: Imbalanced dataset 

This experiment was conducted by using the imbalanced dataset or without applying any data imbalance handling methods. We 

have developed the model by using DT, RF, Catboost, XGB, LGBM, and a soft voting classifier. We have also evaluated those 

models’ using accuracy, precision, recall, and f1_score (see Table 3 here below) 

Table 3. Model performance using the imbalanced dataset 

Algorithms                                            Metrics 

 Accuracy Precision Recall F1_score 

Decision tree 0.910668 0.920002 0.920301 0.920069 

Random forest 0.923588 0.936018 0.933484 0.934621 

Cat boost 0.927649 0.939536 0.939268 0.938353 

XGBoost 0.928756   0.940888   0.938008   0.939343 

LGBM classifier 0.92285    0.936619   0.935014   0.935765 

Soft voting classier 

(LGBM, cat boost, XGB, 

RF, DT)  

0.92691 0.940701 0.93913 0.939856 

Soft voting classier (cat 

boost, XGB) 

0.927649 0.939835 0.93874 0.93922 

Soft voting classier 

(LGBM, cat boost)  

0.925065 0.93902 0.936754 0.937815 

Soft voting classier (RF, 

DT) 

0.90993 0.920326 0.919321 0.919589 

As we see from Table 3 above, the XGBoost algorithm outperforms the best result with accuracy precision, and f1_score of 

0.928756%, 0.940888%, and 0.938008% respectively. But in the case of recall cat boost algorithm performs the best with 

0.939268%.  When we see the soft voting classifiers, the soft voting of the algorithms LGBM, cat boost, XGB, RF, and 

DT performs better than the soft voting with other algorithms.  In the soft voting algorithms, the voting that 

contains cat boost and XGBoost algorithm performs a better result. 

 

Experiment# 2: balanced dataset 

This experiment is conducted by balancing the dataset using SOMTE + Tomek methods on the training set only and developing 

the model using DT, RF, Catboost, XGB, LGBM, and soft voting classifiers. We have also evaluated those models’ using accuracy, 

precision, recall, and f1_score (see Table 4 below).   

Table 4. Model performance using the balanced dataset 

Algorithms                                                Metrics 
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   Accuracy  Precision  Recall  F1_score  

Decision tree 0.921004 0.932629 0.933324 0.932835 

Random forest 0.921004 0.932629 0.933324 0.932835 

Cat boost 0.925434 0.9367 0.938996 0.937794 

XGBoost 0.925065 0.936134 0.93809 0.937017 

LGBM classifier 0.924695 0.937783 0.937861 0.937776 

Soft voting classier (LGBM, cat boost, XGB, RF, DT)  0.926541 0.936982 0.938738 0.937805 

Soft voting classier (cat boost, XGB) 0.925065 0.936067 0. 93803 0.93695 

Soft voting classier (LGBM, cat boost)   0.926541  0.938991  0.940395 0.939642 

Soft voting classier (RF, DT)  0.906238  0.916778    0.919568  0.917991 

  

Finally, in this experiment developing the model by handling the imbalance problem is not always a good solution to get a better 

performance. 

       Model comparison 

As a result, the researcher compared the performance of algorithms to classify the dry bean using a soft voting classifier and 

other classic and ensemble machine learning algorithms using both imbalanced and balanced datasets. The dataset has seven clas-

ses. Then, the researcher used overall accuracy, precision, recall, and f1_score as an evaluation for classification model comparison. 

According to the overall performance, the classification algorithm that registered the highest performance is selected as the best 

algorithm for the classification model for the dry bean. As indicated in Table 3 and Table 4 above, the experiments are conducted 

on classification algorithms for classifying the dry bean. The XGB algorithms registered the highest accuracy of 92.8756% in the 

imbalanced dataset and the soft voting classifiers of the algorithm LGBM, cat boost, XGB, RF, and DT performed an accuracy of 

92.6541% using the imbalanced datasets. The soft voting classifiers of LGBM, XGB, Cat boost, RF, and DT perform the best result 

next to XGBoost algorithms with overall accuracy, precision, recall, and f1_score of 92.691%, 94.0701%, 93.913%, and 93.986% 

respectively. The decision tree algorithm is registered with the lowest performance in both the imbalanced and the balanced da-

tasets, see Table 3 and Table 4. Therefore, the XGBoost algorithm is selected as the best classifier as compared to other classic and 

ensemble machine learning algorithms, and the soft voting classifiers of LGBM, XGB, Cat boost, RF, and DT are selected as the 

best classifier where we compared with other voting classifiers. 

Model explainability 

To enhance the explainability of the classification model, we have employed various techniques. We have explained and inter-

preted the classification model developed with each algorithm to make the trust of how it achieves the result. The explainable AI 

approach with LIME and SHAP frameworks is implemented to understand how the model predicts the final results. To explain the 

model, we have randomly selected the rows 100, 150, 200, 250, and 300 in the dataset. But this row was selected randomly and we 

can select any other rows in the dataset. 

            

            

Fig. 3. Model Explanation with LIME for row 100                       Fig.5. Model Explanation with LIME for row 150 
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Fig. 4. Model Explanation with LIME for row 200                                     Fig.6.  Model Explanation with LIME for row 250 

 

 

 

    Fig. 7. Model Explanation with LIME for row 300 

The figures 3, 4, 5, 6, and 7 above depict interpretations of an XGBoost model using the LIME explainable AI method for classi-

fying specific types of dry beans. In each case, the model achieves 100% accuracy in classifying the beans into their respective 

classes. Here are the key findings from each interpretation: 

Class 'BOMBAY' (Figure 3): The model identifies dry beans as 'BOMBAY' based on specific features such as perimeter, 

shape factors, minor axis length, convex area, and area. For instance, the beans are classified as 'BOMBAY' when perimeter > 0.83, 

ShapeFactor1 <= 0.78, MinorAxisLength > 0.91, Convex Area > 0.94, and Area > 0.94. 

Class 'SEKER' (Figure 4): The model correctly classifies dry beans as 'SEKER' by considering features like shape factors, 

minor axis length, and compactness. For instance, beans are categorized as 'SEKER' when ShapeFactor4 > 0.33, ShapeFactor1 < -

0.15, MinorAxisLength < -0.24, ShapeFactor3 > 0.45, and Compactness > 0.44. 

Class 'HOROZ' (Figure 5): Dry beans are accurately classified as 'HOROZ' based on features such as roundness, perimeter, 

convex area, equivalent diameter, and area. For example, beans are classified as 'HOROZ' when roundness <= -0.82, Perimeter > 

0.24 & <= 0.83, ConvexArea > -0.21 & <= 0.19, EquivDiameter > -0.23 & <= 0.19, and Area > -0.21 & <= 0.20. 

Class 'SIRA' (Figure 6): The model identifies dry beans as 'SIRA' considering attributes like perimeter, roundness, minor axis 

length, shape factors, and shape factor 3. For instance, beans are classified as 'SIRA' when Perimeter > 0.24 & <= 0.83, roundness 

> -0.22 & <= -0.12, MinorAxisLength > -0.24 & <= 0.09, ShapeFactor1 > -0.15 & <= -0.08, and ShapeFactor3 > -0.65 & <= -0.64. 

Class 'BARBUNYA' (Figure 7): Dry beans are correctly classified as 'BARBUNYA' based on features like roundness, perim-

eter, minor axis length, shape factor 1, and convex area. For example, beans are categorized as 'BARBUNYA' when roundness <= 

-0.82, Perimeter > 0.83, MinorAxisLength > 0.91, ShapeFactor1 <= -0.78, and ConvexArea > 0.94. 

These interpretations provide insights into how the model makes its predictions, highlighting the specific features that are influ-

ential in classifying different types of dry beans. 

Figures 8, 9, 10, 11, and 12 below show the decisions generated by the XGBoost model for the randomly selected rows of 100, 

150, 200, 250, and 300 respectively. Based on the decisions generated by the XGBoost model, the class value for rows 100, 150, 

200, 250, and 300 is 6, 2, 3, 1, and 5 respectively.  to check the name of the class, see section 3.2.2.  
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Fig.8. Decisions for row 100 

 

 

Fig. 9. Decisions for row 150 
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Fig. 10.  Decisions for row 200 

 

 

Fig. 11.  Decisions for row 250 
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Fig. 12. Decisions for row 300  

The figure 13 below shows the importance of each feature for each class in constructing the 

classification model. Based on the result above we have decided that XGBoost is the best classi-

fication model to classify the dry beans. So, we have explained the XGBoost model using SHAP 

explainable AI methods that explain the model using the feature relevancy in the model. As we 

see here below the figure shows the feature importance of each feature for each class.  
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Fig. 13. Explainable AI with SHAP 

5. Conclusion and Recommendation 

Dry beans belong to the diverse Fabaceae family, sometimes referred to as Leguminosae, and 

they are the most important and the most produced pulse in the world. It is originally from Amer-

ica, while there is a wide genetic diversity in the world since, in the 15th and 16th centuries, they 

were transported to Europe and Africa and quickly spread to the rest of the globe. There are 

numerous genetic diversities of dry beans, and it is the most produced one among the edible 

legume crops in the world. According to the Turkish Standards Institution, dry beans are classi-

fied as Barbunya, Battal, Bombay, Calı, Dermason, Horoz, Tombul, Selanik, and Seker” based 

on their botanical characteristics. This study aimed to develop an explainable and interpretable 

classification model for dry beans using a soft voting classifier and compare the performance 

with other classic and ensemble machine learning algorithms. The data source for this research 

is publicly available datasets on Kaggle. After applying the data preprocessing task, out of 13611 

instances with 16 features and one class level, 13543 instances with 16 features were used for 

developing the classification model, and after handling class imbalance using SMOTE + Tomek, 

7655 instances were used for the model. We checked the multicollinearity of each feature using 

variance inflation factors to check the significance of each feature, and we concluded that all the 

features were significant. The proposed model was constructed using soft voting classifiers, de-

cision trees, random forests, extreme gradient boosting, cat boost, and LGBM algorithms using 

the balanced and unbalanced dataset. To conduct this study, we have done a total of twelve ex-

periments. The performances of the models are evaluated using accuracy, precision, recall, and 

f1_score evaluation metrics. We have also explained the classification model using LIME and 

SHAP feature relevancy explanation techniques, to enhance the explainability and interpretabil-

ity of the classification model by solving the black-box nature of the algorithms. In this study, 

the best classification model is identified using the accuracy of the developed classification 

model. Then, XGBoost is selected as the best algorithm that classifies the dry bean using the 

balanced dataset with 92.5065% accuracy. At the end of this conclusion, the researcher recom-

mended that other researchers do: A dry bean classification model by including additional fea-

tures of the dry bean like 3D features or the suture axis of the bean. The future researcher can 

also conduct a dry bean classification model using any other advanced algorithms to improve the 

performances and develop a mobile application. 
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Abstract. The world population is increasing rapidly, and recent awareness of the limits of natural re-
sources and the pollution of soil, air and water, is pushing towards a new form of agriculture, sustainable
agriculture. Sustainable agriculture can be defined as an agriculture that combines environmental, social
and economic objectives for the well-being of farmers and the soil. Crop rotation took hold during this
decade by emphasizing the management of soil resources, while improving economic, environmental and
social factors. The goal of the crop rotation planning problem discussed in this paper is to maximize the
total net return, with a particular emphasis on incorporating a plant that contributes green manure to the
soil alongside nutrient amendments by choosing the best horizon for plannification. The rotations gener-
ated are of fixed duration for all the plots and the objective is to maximize the income of the farmers. The
results showed that the determined algorithm was feasible.

Keywords: Sustainable Agriculture · Crop Rotation Problem · Mixed-Integer Linear Programming · Op-
timization.

1 Introduction

Agriculture is the main occupation in many countries around the world and with a growing population, which
the UN projects will increase from 7.5 billion to 9.7 billion in 2050 [21]. This means that farmers will have to do
more with less. According to the same survey, food production will have to increase by 60% to feed two billion
more people. However, traditional methods are not enough to handle this huge demand. This drives farmers and
agricultural businesses to find new ways to increase production while conserving soil resources. The challenge is
to increase global food production by 50% by 2050 [1] to feed two billion more people by practicing sustainable
agriculture.

Crop rotation is a fundamental feature of all organic farming systems. Crop rotation means changing the
type of crop grown in a particular piece of land from year to year. There are cyclical rotations, which repeat
the same sequence indefinitely, and non-cyclical rotations which allow for changes in crop sequence, adapting to
management decisions and evolving as market opportunities arise [20]. Greater soil fertility, fewer pests and crop
diseases, and higher yields are just a few of the positive outcomes of rotation. When compared to continuous
monoculture practices, according to [26] , rotation increased crop yields by 20 % on average and that the benefits
are highly context-dependent.

The agrarian sector’s financial stability could be improved by including a variety of cropping strategies.
The profits of the farm would not be based solely on a single primary cash crop; rather, they would be based
on a diverse collection of commercial crops that were evenly distributed over a number of periods. This could
eventually lead to an improvement in cash flow by introducing regular incomes into the agribusiness [23].

In order to assist the farmer in choosing the appropriate crops for the rotation cycle, we proposed a Mixed-
Integer Linear Programming (MILP) model to solve the crop rotation problem by exploring the benefit of
including green manure. We studied the importance of including fertilizer plants in crop rotation schedule by
using exact methods such as linear programming to determine the best solution of the proposed agricultural
model and to test it in a real context. The experiment was conducted for a real planting area of average size with
9 plots, considering 8 crops from different botanical families and a two-year, three year and four year planting
rotation.

2 Literature Review

Maximizing the overall net return is the aim of the crop rotation planning problem that they address in [11]. The
branch and bound approach is used to optimize the crop rotation plans in an integer linear programming model.
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In addition to the agronomic, water supply, and seasonal demand constraints, the suggested model includes a
new temporal preference constraint.

In order to optimize the efficiency of organic farming in the Philippines’ second and third largest agricultural
land areas, the authors suggested using a Mixed Integer Programming model as a decision-making tool. This
tool considers a number of organic farming-related factors. With the matching profit organic farms may make
from planting them, the best-selling and most popular produce in the area is used [22].

Using a mixed integer linear programming model, their work [10] examines the crop rotation problem with
water supply/demand and net return uncertainties that fluctuate within the permitted rotation cycle. It renders
the developed model numerically feasible, mainly when applied to intricate agricultural issues. Determining the
best cropping plans, providing a fair income for the farmer, and strategically accounting for water uncertainties
are the primary goals of this endeavor.

In order to optimize crop rotation in conventional organic farms with plot adjacency constraints and nutrient
amendments, this work [9] makes use of real-world data and the CBC solver. The goal of the created rotations
is to maximize farmers’ income, and they have set durations for each plot. The suggested agricultural model’s
solution is found using a linear programming technique.

In this study [18], the authors examine the Crop Rotation Problem and its applicability to the combination
of farm management and Precision Agriculture. They increased the problem’s appeal for sustainability by
presenting a novel mathematical method for the CRP based on crop requirements and nutrient balance. To
optimize the CRP, a real-encoded genetic algorithm was created. The findings show that mid- and long-term
crop scheduling performed well.

A binary nonlinear bi-objective optimization model is presented in [4] to address the issue of agricultural
cultivation planning that is sustainable by using a meta-heuristic technique based on a genetic algorithm and
constructive heuristics. A planting schedule for crops to be grown in designated plots to limit the likelihood of
pests proliferating and increase the process’s profitability.

An integrated strategic-tactical planning model for the supply chain issue involving sugar beets is presented
by the authors this study. In order to minimize the overall operational costs, including transportation and
inventory of processed and unprocessed beets, a binary integer programming model is developed . To enable
crop rotation planning across many cropping seasons, a special temporal dimension was introduced to the
planning horizon [12].

3 Methodology

3.1 Study Area

According to FAO’s annual report in 2006, nearly 69% of the 56,600 km2 of the Togolese territory is agricultural
land, and 38% of this land is exploited. Rain-fed agriculture is practiced in Togo, and nearly 75% of the country’s
working population works as small farmers using traditional farming techniques. The two principal crops are
maize in the south and focus of the nation and sorghum/millet in the north. 70% of the country’s population,
or 5.75 million people in 2010, is supported by agriculture, which also makes up nearly 40% of the country’s
GDP. From the south to the north, Togo is divided into five regions: the Maritime, Plateaux, Central, Kara, and
Savanes. From one region to the next, pedoclimatic conditions and the availability of agricultural production
factors, particularly land, vary significantly [16]. Togo’s climate is tropical, and it varies a lot from south to north.
The climate is sub-Sahelian (hot and dry) in the north, sub-Sahelian (rainy) in the center, and Guinea-Sudanian
(hot and humid) in the south. The regions’ intra-annual rainfall distribution is also unique. There are two rainy
seasons in the Maritime and Plateaux regions each year March/April to July and September to mid-November
and two dry seasons August and mid-November to March/April with 900 and 1500 mm of precipitation per year.
There is a dry season from November to April in the Central, Kara, and Savanes regions, with annual rainfall
ranging from 1200 to 1500 mm. As a result, there are two agricultural seasons in the southern parts of Togo,
while there is only one in the northern parts. Despite the significance of agriculture to the Togolese economy, it
has remained traditional and lacked access to organic and mineral fertilizers. Agricultural production includes:

– Cereals: Maize, Millet, and Sorghum
– Tubers: Yams and Cassava
– Legumes: Beans, Groundnuts, and Soya

Our research focuses primarily on the subtropical climate of the region, taking into account the potential crops.
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3.2 Problem Description

Several factors, including market demands, soil characteristics, and crop nutrient requirements from a climatic
perspective, are taken into consideration when choosing a cropping sequence. Plots are used to divide an agri-
cultural area. Different kinds of crops can be grown on each plot [8]. Planning crops on agricultural land while
taking into account the primary factors that affect crop yields (economic, environmental, and ecological) presents
a challenge when developing a crop rotation system [9]. Utilizing the principles of crop rotation to make farmers
as much money as possible while taking into consideration restrictions based on demand, crop characteristics,
production times, and plot conditions is the primary objective of this work. The proposed model takes into
account the following constraints:

1. Sowing Period : It is essential to observe each crop’s sowing and production times.
2. Cultural continuity among families: Different botanical families contain the cultures. It is not recom-

mended to grow cultures from the same botanical family in succession on the same plot [23]. This issue
is primarily brought about by the fact that crops in the same family have similar deficiencies (the risk of
acquiring the same diseases or weeds) and nutrient requirements. The cropping system’s ability to last is
jeopardized as a result of this.

3. Crops belonging to the same family’s neighbors: On two adjacent plots, two crops belonging to the
same botanical family cannot be sown simultaneously [23]. Characteristics are shared by cultures of the
same family. Therefore, staking them simultaneously on two plots that are adjacent to one another is the
same as staking the same crop on these two plots. This makes more resources available to pests, which in
turn increases their population and the damage they can cause.

4. Needs for nutrients: The quantity of soil nitrogen, phosphorus, and potassium required to start a crop at
any given time is referred to as its nutrient requirements. We define the nutrient of a crop as the quantity
of nitrogen, phosphorus, and potassium that this crop requires, and the nutrient of a plot as the amount of
nitrogen, phosphorus, and potassium applied to this plot over a specific time period.

5. Fertilization with plants: In the same rotation cycle, combining legumes with other crops has a positive
effect on the soil and, as a result, increases yield.

6. Fallow Period: To allow the soil to regain its moisture and fertility, each cycle ought to include one or
more periods of fallowness.

7. Market demand: The distribution of cash crops is significantly restricted as a result of this. Each culture
has a preexisting market; the demand needs to be met.

The crop rotation problem is a complicated combinatorial optimization problem that changes depending
on the model’s scope, considering the aforementioned constraints. Along the rotation cycle, it is desirable to
determine the best crop combinations to plant in each plot at each time. The problem is solved using the
constructed mathematical model, and the following decisions are made:

– Determine the crop-specific area needed to satisfy demand.
– During the rotation cycle, determine the crop sequence in each plot.
– Obtain the various agricultural operations’ calendar.

The crop rotation problem is a complicated combinatorial optimization problem that changes depending
on the model’s scope, considering the aforementioned constraints. Along the rotation cycle, it is desirable to
determine the best crop combinations to plant in each plot at each time. The problem is solved using the
constructed mathematical model, and the following decisions are made:

– Determine the crop-specific area needed to satisfy demand.
– During the rotation cycle, determine the crop sequence in each plot.
– Obtain the various agricultural operations’ calendar.

4 Mathematical Modeling of the problem

The planting area is thought to be divided into plots by us. If two parcels share a boundary that is not reduced
to a discrete set of points, they are neighbors. We will consider the opposite plots to be adjacent, for instance,
if the planting area is divided into four plots.
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A crop rotation schedule with a clearly defined planning horizon (T) is established by a producer with
the intention of maximizing profits following an agricultural season. It has a number of crops (N) that are
part of various botanical families (p), where F(p) is the number of crops in the family (p) and surfaces that
are divided into plots (K) and naturally contain certain amounts of nutrients (Nitrogen, Phosphorus, and
Potassium). Profitability (l), production cost (CP), production time (Z), average production (Q) per hectare,
market demand (D), and nutrient requirements are all associated with each crop. Additionally, the farmer is
restricted by the following restrictions: sowing time, continuity and neighbor for crops belonging to the same
family, green fertilization, and fallow time.

The tables define all indices 1, parameters/data, and variables 2 for the proposed model.

Table 1: List of Index.
Index Description
i relatifs aux cultures
j relatifs aux parcelles
t période de l’horizon de planification
p lié à la famille botanique des plantes
α lié à l’intervalle de fertilisation,

α ∈ Ω,Ω = {α ∈ N∗ | α · θ ≤ T, θ ∈ N∗}

The index of fertilization (α) is determined by the model parameters fertilization interval (θ) and planning
horizon (T). For instance, if the planning horizon is 24 periods and the fertilization interval is 12 periods (θ =
12), then the set Ω is 1, 2 because α = 1 and α = 2 satisfy the definition of α · θ ≤ T .

Table 2: List of Parameters.
Parameters Description
N number of crops to plant(N>=2)
K number of plots (lot) available
T the horizon (Duration) of planification
V Set of crops for green fertilization
n =N+1 represents a fictitious crop imposing a fallow
FP Set of family cultures p, p= 1, . . . , Nf

Nf Number of crop families
Surfj Area of the plot j in ha
li Crop profitability i per ha (FCFA XOF)
zi Crop production cycle i including the sowing period and the harvest period
Qi Crop Production Average i per ha
Ii Crop sowing interval including earliest and latest period i {Ii1, . . ., Iin
Di Crop demand i (unit/period)
Sj Adjacent plots to the plot j
FNαij , FPαij , FKαij Dose of Nitrogen, Phosphorus and Potassium to bring to the plot j on interval α according to crop i .
BN j , BP j , BKj Initial composition of the soil in Nitrogen, Phosphorus and Potassium of the plot j per ha.
RN i, RP i, RKi Crop requirements i in Nitrogen,Phosphorus and Potassium
CN , CP , CK Cost of fertilisation in (FCFA par ha)
Fmini , Fmaxi Limit of fertilization for crop i
θ Fertilization equilibrium interval (Compensation)
OCi Other production costs incurred on plot j at period t due to crop i. (Preparation of the land,purchase of seeds for sowing, transport, labor)
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The entire model is displayed below. The benefits of crop planning (calendar), the costs of fertilization,
and other production costs (land preparation, transportation, labor) are evaluated by the objective function in
Equation (1). Fertilization costs are also included in, with the goal of reducing reliance on external chemical
fertilizers.

N∑
i=1

T∑
t=1

K∑
j=1

Surfj ∗ li ∗ xitj −
∑
α∈Ω

K∑
j=1

(FNαij ∗ CN + FPαij ∗ CP + FKαij ∗ CK)−
N∑
i=1

T∑
t=1

K∑
j=1

OCi ∗ xitj . (1)

Subject to (1)-(15).

N∑
i=1

zi−1∑
r=0

xi(t−r)j ≤ 1. (2)

With t=1,. . . ,T; j = 1,. . . ,K.

It is not allowed to plant two crops in the same plot [24, 13, 18]. Indeed, a crop occupies the entire plot
throughout its growth and harvest. The constraint defined in equation (2) forbids scheduling more than one
culture during the same period. There is a spatial constraint.

∑
i∈F(p)

zi−1∑
r=0

∑
v∈Sj

xi(t−r)v ≤ K

1−
∑

i∈F(p)

zi−1∑
r=0

xi(t−r)j

 . (3)

With p=1,. . . ,Nf ; t=1,. . . ,T; j = 1,. . . ,K.

It is not recommended to plant two crops from the same botanical family on adjacent plots at the same
time [24, 9, 13, 18]. The fact that the cultures of the same family share characteristics is the source of this issue.
Therefore, planting them simultaneously on two plots that are adjacent to one another amounts to planting the
same crop on both plots, which does not maximize crop distribution on the various plots. If a crop i of the same
botanical family p has already been sown on plot k, constraint (3) states that the number of crops on all plots
Sj adjacent to plot j during their production periods Zi must be equal to zero; otherwise, the number of crops
is at most equal to the number of independent plots.

∑
i∈F(p)

zi∑
r=0

xi(t−r)j ≤ 1. (4)

With p=1,. . . ,Nf , t=1,. . . ,T, j=1,. . . ,K.

On the same plot, cultures belonging to the same botanical family cannot be grown immediately [24, 13].
This issue is primarily brought about by the fact that crops in the same family have similar deficiencies (the risk
of acquiring the same diseases or weeds) and nutrient requirements. The cropping system’s agronomic viability
is jeopardized as a result of this. Constraint in equation (4) sets a maximum of one crop as the sum of all crops
i in the botanical family p over their production period Zi.

∑
i∈V

T∑
t=1

xitj ≥ 1 (5)

With j=1,. . . ,K.

Additionally, green manure improves the structure and fertility of the soil while also enhancing its organic
matter enrichment [13]. Green manure adds nitrogen to the rotation by planting legumes [7]. Constraint (5)
guarantees that every plot gets at least one implementation of green manure (legumes).

T∑
t=1

xntj ≥ 1. (6)
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With n=N+1, j=1,. . . ,K .

The period of frost or fallow enables the plot to restock its production capacity, water reserves, and other
resources. as well as to restrict excessive agricultural production. Constraint defined in equation (6) ensures that
each plot has at least one freezing period. During the frost period, there are no restrictions on neighborhood
and consecutive planting.

K∑
j=1

∑
t/∈Ii

xitj = 0. (7)

With i=1,. . . ,N.

Following the recommended planting date is critical for allowing the crop to express its yield potential
and lowering crop protection costs. By preventing allocation outside of this window, the constraint outlined in
equation (7) ensures that crop scheduling takes place only during the appropriate sowing period.

When nutrients are present in sufficient quantities and in mineral forms that can be absorbed by plants, a
soil is more fertile [9]. They deplete the soil of the essential nutrients they require as they grow.

FNαj −
N∑
i=0

α∗Θ∑
t=1+(α−1)∗Θ

xitj ∗ Surfj ∗ (RNi −BNj) ≥ 0. (8)

with t=1,. . . ,T ; α ∈ Ω.

FPαj −
N∑
i=0

α∗Θ∑
t=1+(α−1)∗Θ

xitj ∗ Surfj ∗ (RPi −BPj) ≥ 0. (9)

with t=1,. . . ,T ; α ∈ Ω.

FKαij −
N∑
i=0

α∗Θ∑
t=1+(α−1)∗Θ

xitj ∗ Surfj ∗ (RKi −BKj) ≥ 0. (10)

with t=1,. . . ,T ; α ∈ Ω.

The quantity of nitrogen, phosphorus, and potassium that the soil requires to initiate a crop at any given
time is referred to as the minimum nutrient requirement. A plot’s nutrient amendment is defined here as the
amount of nitrogen, phosphorus, and potassium applied to it over a specific time period. Let α be the size of the

interval that is appropriate for sowing crop i, the interval that is used to apply the amendments FNαj ,FPαj and
FKαj , BNj ,BPj and BKj , which represent the initial composition of the Nitrogen, Phosphorus, and Potassium
soil of plot j per ha [18, 9] , RNi ,RPi and RKi, which represent the minimum amount of nutrients that crop i
requires.

Equations (8), (9),(10) are used to calculate fertilization balances based on the surface nutrient budget.

K∑
j=1

T∑
t=1

Surfj ∗Qi ∗ xitj ≥ Di. (11)

i = 1,. . . ,N.
Demand from the market is another significant constraint. The farm’s crop yields are constrained by this

constraint to meet the anticipated demand for the crop i. To avoid issues like prolonged product storage or
conservation, which can result in additional costs and increase the risk of income variability, we believe that
the farmer should not exceed the estimated demand. The constraint outlined in the equation (11) is used to
evaluate the crop’s production requirements.

Each of the Boolean decision variables xitj represents the schedule (planning) of crop i during period j on
plot t. When and where crops are planted are tracked by them. The variables of fertilization FNαj ,FPαj and
FKαj are actual variables.

DAAfrica24    -    46



The effect of planning horizon length and green manure on net income in Crop Rotation Problem 7

xitj ∈ {0, 1} . (12)
With i=1,. . . ,N ; t=1,. . . ,T ; j=1,. . . ,K .

FNαj =
{
FNαj ∈ R+ | FNmax ≥ FNαj ≥ FNmin

}
. (13)

With j=1,. . . ,K; α ∈ Ω .

FPαj =
{
FPαj ∈ R+ | FNmax ≥ FPαj ≥ FNmin

}
. (14)

With j=1,. . . ,K; α ∈ Ω .

FKαj =
{
FKαj ∈ R+ | FNmax ≥ FKαj ≥ FNmin

}
. (15)

With j=1,. . . ,K; α ∈ Ω .

5 Model discussion and analysis

5.1 Tools

Python-MIP, a collection of Python tools for modeling and solving Mixed-Integer Linear Programs (MIPs),
was used for the model’s implementation and evaluation and CBC Solver as Solver since it does not require
a license unlike Gurobi. The solver uses the branch and bound algorithm to find the optimal solution for the
crop rotation problem. The study will focus on eight crops from five botanical families. Crop data, as well as
production parameters like planting, harvesting dates and nutrient requirements, are listed in Table 4. The
planning horizon is divided into month. At each rotation schedule, each area adopted at least one fallow period
and one green manure crop. The proposed model can be solved in less than a minute and includes 1998 variables
and 23049 linear constraints.

5.2 Study cases

The proposed model will be evaluated in two scenarios. Firstly, we present the impact of including nutrient
amendment in the crop rotation schedule on the net profit (Instance 1). We evaluate the income and crop
rotation schedule in this experiment, taking into consideration whether or not soil amendments are present.
Besides, we present the alteration of the design of the plots on the establishing region which restricts the crop
allocation. Then, we evaluate our model using a variety of two, three, and four years planning horizons (Instance
2).

Instance 1 Table 4 presents details about the crop, planting and harvest times and Nitrogen, Phosphorus and
Potassium requirement for each crop . In this study, there are a total of eight crops (N = 8) and five families
of crops (Nf = 5). Our planning horizon is two years, divided into 24 periods (T = 24). Table 5 describes the
adjacency among plots and the cultivable area of each plot. We do not take into consideration the main diagonal,
but the other positions in the table filled in Green represent the plots that are adjacent to each other. Details
such as number of variables and linear constraint about the two models are displayed in Table 3.

Table 3: Variables and Linear Constraints of each model
Models Variables Linear Constraints

Without Nutrient Amendment 1944 22995
With Nutrient Amendment 1998 23049

In the first instance of our problem, the solver reached the value of the objective function in 9,66 seconds
for the model without nutrient amendments which is 30,639,998 XOF and in 61,21 seconds for the model
with nutrient amendments which is 22,087,660 XOF. Planning is presented differently in each model. The
representation of the CBC solver-derived solutions for the two models is depicted in Figures 1 and 2. Figures 1
and 2 both demonstrate compliance with the adjacency constraint.
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Table 4: Crop’s attributes: seeding, harvesting and Nutrient Demand.
Index Crops Botanical Family Sowing Harvest Cycle(Month) N(kg/ha) P(kg/ha) K(kg/ha)

1 Maize Poaceae April-May-September (July-August)-December 4 27-34 10-12 26-37
2 Groundnuts Fabaceae March June 4
3 Beans Fabaceae July-August October-November 4 69 19 51
4 Sorghum Poaceae Mid-June-Mid-July September-October 4 33 10 34
5 Soya Fabaceae Mid-June-Mid-July November-December 6 67-71 16-26 18-53
6 Cassava Euphorbiaceae June-July June-July 12 2-6 1-2 1-9
7 Cotton Malvaceae July-August November-December 5 120-214 43-86 87-223
8 Yam Dioscoreaceae November-March-April-May July-November-December-January 9

Table 5: Plot’s Adjacency matrix corresponding to the given farm.
Plots Plot 1 Plot 2 Plot 3 Plot 4 Plot 5 Plot 6 Plot 7 Plot 8 Plot 9 Area in ha
Plot 1 2
Plot 2 3
Plot 3 1
Plot 4 1
Plot 5 2
Plot 6 3
Plot 7 2
Plot 8 1
Plot 9 3

Fig. 1: Illustration of crop rotation schedule proposed from the model without the addition of nutrients. The
white cells represents fallow period. Yam is cultivated in T = 23 and ended-up in T = 7 of the following year
on plot j = 2 for a total duration of 9 months Zyam = 9. As Groundnut and Beans are from the same botanical
family, there is a fallow period of 2 to avoid an immediate succession.

Instance 2 Instance 2, we want to compare the net returns from the crop rotation planning so we consider for
experiment two-year, three-year and four-year period for the horizon of planning with the same crop data as
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Fig. 2: Illustration of crop rotation schedule proposed from the model including soil nutrients amendments. The
white cells signify fallow periods. Yam is cultivated in T = 23 and ended-up in T = 7 of the following year on
plot j = 1 for a total duration of 9 months Zyam = 9. As Groundnut and Beans are from the same botanical
family, there is a fallow period of 2 to avoid an immediate succession.

(a) Illustration of crop rotation schedule pro-
posed from the model with a planning horizon
of three years.

(b) Illustration of crop rotation schedule pro-
posed from the model with a planning horizon
of four years

Fig. 3: Illustration of the crop schedule according to the planning horizon of three and four years respectively
36 and 48 periods

Table 4 . The Cbc solver respectively a value of 31.366.080 XOF and 88.327.840 XOF after 30 seconds
and 28 seconds of running time, and the associated rotation for each plot is given in Figure 3.

As can be seen in Figure 4, the net profit increases with the planning horizon. This necessitates consideration
of the horizon selection and crop selection for the rotation. But planning crops ahead of time over several years

DAAfrica24    -    49



10 A. Gbedevi et al.

can be risky because there are many things that can affect market demand, like the weather, and market prices
can change a lot from season to season.
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Fig. 4: Variation of net profit based on planning Horizon

6 Conclusions

This article highlights the significant role of legumes in modeling a crop rotation system, considering constraints
such as contiguity and the use of mineral fertilizers for soil amendment. To address the problem of increasing the
net income of farmers in a crop rotation system, We used a mixed integer linear programming model (MILP).
Our model proposes the best possible solution by maximizing the objective, in this case farmers’ income, while
respecting a set of constraints, such as crop rotation rules. The best solution of the proposed model was tested
in an experiment conducted for a medium-sized real plantation area with nine plots, considering eight crops
from five botanical families and a two-year plantation rotation. The results of the study indicate that farmer’s
incomes improve when a longer planning period is considered.

However, the solutions proposed by MILP may lack the flexibility to adapt to rapid changes in the field,
such as a sudden drought or market price fluctuations. This aspect will be taken into consideration in our future
work by introducing a model based on stochastic linear programming model. Additionally, integrating a dynamic
subdivision could further boost farmers’ incomes.
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Abstract. The aim of this review article is to highlight the digital solutions avail-

able to Cameroonian agriculture. It also looks at the strengths, weaknesses, op-

portunities and threats of these solutions. In view of the constraints weighing on 

this sector, notably climate change, prospects are outlined. 
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1 Introduction 

In a world where digital transformation is redefining the contours of every industry, 

agriculture is at the heart of a silent but essential revolution. Although digitalization 

offers promising prospects for growth and sustainability on a global scale, it remains 

largely under-exploited, particularly in Africa, where structural challenges abound. 

While the FAO (Food and Agriculture Organization of the United Nations) estimates 

that global food production must increase by 60% by 2050 to meet the needs of a grow-

ing population [1, 2], African agriculture remains well behind in the adoption of digital 

technologies, with only 10% of farms using digital technologies to manage their activ-

ities [3]. This digital divide threatens food security and economic development in de-

veloping countries, including Cameroon, where agriculture accounts for over 20% of 

GDP and employs nearly 60% of the working population [4]. According to the United 

Nations' Sustainable Development Report [5], the integration of digital technologies in 

agriculture can help achieve the Sustainable Development Goals (SDGs), notably SDG 

2 (Zero Hunger) and SDG 8 (Decent Work and Economic Growth). Faced with these 

challenges, the digitization of Cameroon's agriculture appears to be an imperative ne-

cessity to increase productivity, improve efficiency and strengthen the resilience of ag-

ricultural systems to climate change and economic fluctuations. In this context, strate-

gic documents such as the National Development Plan 2020-2030 [6] and the National 

Strategy for the Development of Agriculture [7], which aim for a profound transfor-

mation of the sector, emphasize the importance of increased digitalization. This vision 

of a modernized agricultural sector is based on optimizing agricultural value chains, 

digitizing agricultural services and promoting precision farming. However, the chal-
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lenges that lie ahead are many and complex: geographical disparities in access to tech-

nology, the need to train players and insufficient funding to support farmers in this 

digital revolution [8]. This article explores the current state of digitalization in Came-

roonian agriculture, analyzing the forces at work, the challenges to be overcome and 

the strategies underway to remove the obstacles that are holding back this digital tran-

sition. Through this investigation, we will attempt to identify the prospects for a more 

productive, more resilient and more competitive agriculture, where digital technolo-

gies, far from being a mere trend, become the driving force behind a profound and 

sustainable transformation. For beyond the challenges, the stakes are high: we need to 

give Cameroon's land the opportunity to bear fruit, not just for one country, but for an 

entire region in search of food security and development. 

2 Overview of the current situation 

Digitizing Cameroon's agricultural sector is now a strategic imperative for modernizing 

the sector, boosting competitiveness and guaranteeing sustainable growth. Several in-

novative initiatives have been launched to support this digital transition, backed by na-

tional and international projects. For example, the Agricultural Production Support Pro-

gram in Cameroon in short PARPAC [9], has deployed a platform for registering agri-

cultural producers, facilitating access to agricultural and financial services and reinforc-

ing the traceability of agricultural activities [1]. This project is part of a digital inclusion 

logic, in line with the objectives of the Digital Transformation of Cameroon Project in 

short PATNUC [10], which aims to promote access to agricultural technologies for 

producers through accessible and adapted digital solutions [3]. At the same time, the 

SIMC Project [11] has set up a call center enabling farmers to receive real-time infor-

mation on weather conditions and forecasts, a crucial tool in the face of climatic haz-

ards. This initiative enables producers to better anticipate the risks associated with cli-

mate change and adopt more resilient management strategies [5]. Similarly, the Came-

roon Agropastoral Portal, in short CamAgro, facilitates networking between producers, 

suppliers and consumers [12], optimizing agricultural value chains and strengthening 

cooperation [13]. The Observatory of agricultural inputs, meanwhile, aims to provide a 

platform dedicated to real-time dissemination of prices and availability of agricultural 

inputs, a valuable tool for combating price fluctuations and guaranteeing a stable supply 

[14]. However, despite these advances, digitalization still remains timid in sub-Saharan 

Africa, where only 10% of farms benefit from digital solutions [3]. Challenges persist: 

digital infrastructure, access to financing and training for agricultural players remain 

major obstacles to be overcome. Nevertheless, with the rise of these digital solutions 

and PATNUC's support for digital inclusion, Cameroon's agriculture is entering a 

promising new era, offering prospects for increased productivity, resilience in the face 

of crises and a boost to the country's economic growth. The road ahead is still strewn 

with pitfalls, but the integration of digital technologies now seems unavoidable if we 

are to meet the challenges of the future and guarantee the country's food security and 

sustainable development. 
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3 Available solutions and outlook 

3.1 On agricultural inputs 

The quality and quantity of agricultural production depend on inputs, in particular ag-

ricultural inputs. In this respect, digitization focuses on the following elements: 

Production and marketing of seeds and seedlings. It's well known that when seeds 

and seedlings are available, of good quality, accessible to growers and well used by 

them, agricultural production is boosted. Digitization appears to be a catalyst for the 

development of sustainable agriculture. In fact, the use of drones and sensors offers 

numerous advantages in terms of monitoring plots, calculating dosages when spraying, 

and anticipating invasions of bio-aggressors and plant diseases [15]. The possibility of 

planting cover crops while protecting crops and soil, facilitating access to difficult plots 

and exploring vast areas. Once the seeds have been produced, the existence of a virtual 

market via platforms is an asset for interconnecting seed suppliers and demanders, re-

ducing information asymmetries and seed losses. 

Monitoring phytosanitary operations. For a more resilient agriculture, it is impera-

tive to monitor phytosanitary interventions and therefore elements that require infor-

mation systems on warning, monitoring, pest inventories, exploitation and dissemina-

tion of phytosanitary information. For new-generation agriculture, digitalization is still 

called upon at this level. For example, the implementation of an electronic pest moni-

toring and alert system enables control of one aspect of phytosanitary intervention. 

Similarly, the digitized collection and electronic dissemination of phytosanitary infor-

mation are major assets in the fight against pests and the anticipation of national 

plagues. 

 

Monitoring of agricultural input markets (fertilizers and crop protection prod-

ucts). When it comes to monitoring the markets for agricultural inputs, in this case 

fertilizers and crop protection products, digital transformation seems unavoidable given 

the evolution of information and communication technologies. In this respect, the ex-

istence of a digital platform that provides key information on market monographs as 

well as information on prices and commercial availability of the inputs sold. With this 

in mind, Cameroon's Ministry of Agriculture and Rural Development has launched the 

National Observatory for Agricultural Inputs. The aim of the observatory is to produce, 

analyze and disseminate information on the legal aspects, availability, accessibility, use 

and access to aid for agricultural inputs in Cameroon. The aim of the observatory is to 

provide a platform for disseminating information on the price and availability of agri-

cultural inputs, an essential means of improving the economic and geographical acces-

sibility of agricultural inputs. 
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Soil management and mapping (land vocation). In a context where resources are 

limited and the environment is under heavy pressure, the use of cartography in agricul-

tural production is more than necessary [15]. In the literature, it has been clearly demon-

strated that the use of cartography in agricultural production is open to optimal man-

agement of resources and limiting waste. For example, Geographic Information System 

(GIS) maps can be used to analyze topography and soils, and process meteorological 

data in a more concrete way to decide which crops are best suited to a given plot of 

land. The existence of a platform that identifies the potential of agricultural land, maps 

its vocation and highlights the norms for its use is a real opportunity for modern agri-

culture. 

3.2 On professional agricultural organizations 

With the rise in power of Information and Communication Technologies (ICT) vital-

ized by Artificial Intelligence, farmer support, agricultural extension and advisory ser-

vices have entered a new dynamic [16]. This dynamic, characterized by the availability 

of information and easy access to agricultural data, makes professional agricultural or-

ganizations a key link in the digitization of agriculture. Indeed, in developing countries, 

it is precisely through professional agricultural organizations that farmers, mostly 

smallholders, update their know-how and share their experiences. Setting up virtual 

digital spaces for learning and agricultural extension for the benefit of farmers facili-

tates the promotion of good agricultural practices, thereby increasing their income. In 

addition, such spaces provide an awareness-raising base to help farmers limit the in-

duction of disasters and climate change and/or protect themselves in return. 

Agricultural extension. With digitization, the methods used to disseminate extension 

themes have been revamped, and the management of the research-extension relation-

ship, designed to test research results and then add value to them, has been enhanced. 

For example, in conducting participatory diagnoses or school fields, digitization makes 

it possible to achieve objectives over a wider geographical area, at lower cost and in a 

shorter time. It also makes it easier to mobilize the results of agricultural research. It is 

also natural to think that the digitization of a personalized agricultural calendar (by 

agro-ecological zone and by production basin) and made dynamic by regular updating, 

in view of climatic changes, is an undeniable added value of digital technology. 

Farm management. With the advent of new technologies, farm management - whether 

large, medium or small - is taking on a whole new dimension. Thanks to the Internet of 

Things, geographic information systems and artificial intelligence, farmers can monitor 

weather conditions, soil moisture levels and crop yields in real time. Integrated man-

agement platforms enable crop rotation planning. In addition, advisory support for 

farms and the strengthening of their managerial capacity is made easier with digital 

technologies such as e-learning, which offers a panorama of training courses enriched 

with tutorials and modern communication tools. In Cameroon, there is an observatory 
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of professional organizations which sets up and regularly updates databases on profes-

sional organizations. The observatory, housed at the Ministry of Agriculture, uses this 

data to monitor and analyze the evolution of professional organizations for dissemina-

tion and decision-making purposes. As data storage and exploitation are the first heirs 

of the digital age, this observatory is now being given a new lease of life and is regain-

ing its full consistency. 

Agricultural mechanization. In most developing countries, the rate of agricultural 

mechanization is still low, and not very responsive to digital technology. Yet digital 

technology offers an unprecedented opportunity for a new generation of agriculture, 

where technology and nature come together to feed a growing world [6, 17]. Today's 

agriculture in Cameroon is characterized by the coexistence of peasant, artisanal and 

conventional mechanical systems, with the use of traditional equipment such as animal 

traction. It is gradually migrating towards modern mechanical systems, but digital ink-

ing is residual or even non-existent. 

3.3 Regulation and quality control of agricultural inputs and products 

When it comes to the regulation and quality control of agricultural inputs and products, 

digital technology is once again called upon for efficiency and effectiveness in the pro-

cess of certification, homologation and attestation of quality. To ensure that the outputs 

of Cameroon's agriculture meet conventional regulatory and quality standards, seeds 

and seedlings used as inputs must be certified. Pesticides for agricultural use must be 

registered, as must the varieties and species of seeds and seedlings. Phytosanitary prod-

ucts must also be controlled at Cameroon's borders. 

To make the most of digitalization, it would not be too much to ask for platforms ded-

icated to regulation and quality control. A perfect illustration of this is the creation of a 

digital database accessible online, presenting standards and regulations relating to fer-

tilizers and phytosanitary products, and enabling crop declaration and monitoring of the 

seed and plant certification process. In addition, Cameroon's agricultural services have 

a national laboratory for the diagnostic analysis of agricultural products and inputs, 

which tests, among other things, the attributes of seeds and seedlings that are not visible 

to the naked eye. These attributes generally relate to germination capacity, specific pu-

rity, sanitary condition, moisture content, weight, viability and so on. It also helps 

strengthen the technical capabilities of inspectors, analysts, controllers and seed labor-

atory technicians. Such a laboratory will be even more useful if it is equipped with a 

digital platform that facilitates dissemination of the results obtained, and offers e-learn-

ing services for capacity-building of resource persons. 

3.4 On the living environment of farmers 

Whether it's a question of technical and topographical studies, agricultural hydraulics 

or improving the living environment of farmers, we can't help but say that digitization 

is an opportunity offered to these aspects. In fact, Cameroon has an observatory for 
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improving the living environment in rural areas. This observatory is in a position to 

benefit from the opportunities offered by digitization in the same way as the previously 

mentioned observatories. As a digitized observatory, it collects, processes, analyzes and 

disseminates data relating to the improvement of farmers' living environment. As such, 

it offers a double advantage: on the one hand, farmers use this platform to acquire the 

skills they need for an ideal living environment, and on the other, public authorities rely 

on its indicators to implement policies that generate well-being.  

Digitization also makes it easier to maintain and update hydraulic databases, enabling 

more efficient management of hydro-agricultural projects. Water quality standards for 

agricultural use are now better disseminated, and in general, technology transfer in ir-

rigation and drainage is better assured, as digitization is a portal that is wide open to 

learning. As far as technical and topographical studies are concerned, Geographic In-

formation Systems have revolutionized the agricultural sector, facilitating topograph-

ical surveys, plot measurements and, in general, the planning of agricultural areas. 

Under similar conditions and with the same level of investment, production targets are 

better met with digitization than in a non-digitized context. Time, yield and quality are 

all improved. 

3.5 On agricultural surveys and statistics 

Digitization, the driving force behind data science, has propelled agricultural statistics 

and surveys into a new era characterized by unprecedented precision, speed and effi-

ciency. Data collection is digitized, data processing methods are innovative and adapt-

able to massive data. 

The digitalization of Cameroonian agriculture, within the framework of agricultural 

surveys and statistics, marks a major step towards more efficient management and bet-

ter planning of the sector. Indeed, the increased use of digital technologies in the col-

lection, analysis and dissemination of agricultural data makes it possible to respond to 

the structural challenges facing Cameroonian agriculture, in particular the weakness of 

traditional statistical systems. Through the Department of Agricultural Surveys and Sta-

tistics of the Ministry of Agriculture and Rural Development (MINADER), digital plat-

forms are being deployed to facilitate the collection of data on agricultural production, 

climatic conditions and farm profitability. These tools allow, for example, real-time 

data entry via mobile applications by field agents, who transmit the information directly 

to the databases. This represents a real opportunity to quantitatively and qualitatively 

improve the supply of agricultural data to decision-makers and researchers. 

4 Key challenge 

Developing countries are, at the foot of a mountain, ready to undertake the ascent to-

wards the digital agricultural revolution. But the challenges are colossal [8]. In general, 

limited budgets, failing energy and telecommunications infrastructure and isolated rural 

areas are all ills that hinder the march towards the digitalization of their agriculture. 
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Though agricultural digitization in Cameroon presents undeniable opportunities for 

modernizing the sector and improving resource management, it faces several major 

challenges. Firstly, limited access to the Internet and adequate technological infrastruc-

ture in rural areas remains a considerable obstacle. Secondly, producers' digital illiter-

acy is a further obstacle. The majority of farmers, especially those on small farms, lack 

adequate training in the use of new technologies, which limits the effectiveness of the 

digital solutions on offer. Finally, there are growing concerns about data security, the 

confidentiality of agricultural information and the management of the large quantities 

of data collected. These challenges, though numerous, are not insurmountable; they 

require a strategic vision to truly make digitalization a lever for sustainable and inclu-

sive development. 

5 Conclusion 

The results of our investigation show that numerous digitization initiatives have been 

undertaken for Cameroon's agricultural sector, and their implementation initiated by 

the government and its partners. However, progress in terms of transferring digital tech-

nology to farmers, professional agricultural organizations, agro-industries and other 

stakeholders remains embryonic. Limited access to energy and telecoms infrastructures 

in some parts of the country has so far hampered the transmission and appropriation of 

digital know-how. Looking at the organizational chart of the Ministry of Agriculture 

and Rural Development [18], as well as the activities implemented in its projects and 

programs, we can see that Cameroon is planning to set up a number of innovative plat-

forms with a digital outlook. These platforms, housed in observatories, laboratories and 

information systems, are designed to manage every link in the agricultural chain, from 

seeds to the marketing of agricultural products. In this way, they connect the players 

involved in each link of the agricultural sector. By implementing these platforms, Cam-

eroon will be taking a giant step towards digitizing its agriculture. 
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Abstract.  

This article aims to better understand as well as the evolution of research sta-

tus through the available literature on economic analysis in Precision Agriculture 

(PA). PA is used to improve agriculture processes. Economic analysis of Preci-

sion Agriculture scientific papers’ are reported and discussed. The Scopus and 

Dimensions data based were used to obtain the research records under study. In-

dicators of scientific productivity; collaboration between counties and research 

impact were evaluate through economic analysis.  

The keywords included in the publications and subjects’ areas under which 

the research was published were also evaluated through PA economic analysis. 

A total of 112 articles were analyzed from 1995 to 2024. The most productive 

journal were Precision agriculture (13); Computers and electronics agriculture 

(4); Fields crops research (4); and Agricultural Water research (3). The most key-

words were precision agriculture (61); economic analysis (59), Agriculture (23); 

Irrigation (20); and crop yield (19). Citation countries were classified with United 

States at first place; and Australia; Malaysia; Spain and India were arrived in 

second to fifth place respectively. There is no collaborative study between coun-

tries.  

Keywords:  Precision agriculture; economic analysis; cost analysis.  

1 Introduction  

Human subsistence increase pressure for food security and sustainability as well as a 

need to halt environmental degradation has focus attention on the efficient use of farm 

resources (Tey and Brindal; 2012). Smart Agriculture, known as Smart Farm Technol-

ogy for sustainable farmland, is the farm management approach where decision making 

relies on information-based knowledge. It describes an advanced type of farming tech-

nology utilizing robot technology and Information and Communication Technology 

(ICT) to promote labor saving, precision and high-quality production Ochiai (2023); 

Iba and Lilavanichakul (2023). For, Ochiai (2023); smart agriculture, is expected to 
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reduce the labor load and working time for farm production, improve farm profit 

through expanding farm size and enable sustainable agriculture farmland Avolio et al. 

(2014); Lieder and Schroter-Schlaack (2021). For example; in Japan; Smart Agriculture 

improves farm productivity by reducing labor costs and working time Ochiai (2023); 

Iba and Lilavanichakul (2023). GPS machines such as tractors or plantors, remote con-

trolled weeding machines, drones for spraying chemicals and equipment can make 

more efficient for farmers Ochiai (2023).  

2 Materials and methods  

The bibliometric database was compiled by searching the Scopus abstract and cita-

tion databases for key words and variants on 17 October 2023, using the following 

query string (TITLE-ABS-KEY("economic analysis") OR TITLE-ABS-

KEY("economic study") OR TITLE-ABS-KEY("economic evaluation") OR TITLE-

ABS-KEY("financial analysis") OR TITLE-ABS-KEY("costs and benefits evalua-

tion") OR TITLE-ABS-KEY("commercial analysis")) AND (TITLE-ABS-

KEY("precision agriculture") OR TITLE-ABS-KEY("site-specific crop management") 

OR TITLE-ABS-KEY("site specific crop management") OR TITLE-ABS-

KEY("precision crop management") OR TITLE-ABS-KEY("site-specific agriculture") 

OR TITLE-ABS-KEY("site specific agriculture") OR TITLE-ABS-KEY("site-specific 

farming") OR TITLE-ABS-KEY("site specific farming") OR TITLE-ABS-KEY("as-

needed farming") OR TITLE-ABS-KEY("prescription farming") OR TITLE-ABS-

KEY("smart farming")).  

The selection and structure of keyword used during the search was an iterative pro-

cess guided by the authors’ experiences in this particular research focus area and pre-

vious literature identified through preliminary searches in google scholar. The search 

was conducted without applying any constraints on the timespan; however, articles that 

were not published in accredited peer-reviewed journals and not written in English were 

exclude. The search in Scopus and Dimension results returned 112 articles.  

We replaced 15th International Congress on Agricultural Mechanization and Energy 

in Agriculture, ANKAgEng 2023 by two articles such as 1- Analysis of Factors Affect-

ing Farmers’ Intention to Use Autonomous Ground Vehicles Johnny Waked, Gabriele 

Sara, Giuseppe Todde, Daniele Pinna, Georges Hassoun, Maria Caria; 2- Economic 

Analysis of Subsurface Drainage Systems in North Central Iowa Kapil Arora, Kelvin 

Leibold. 

We removed some articles which are not relied on the area:  

Antecedents of smart farming adoption to mitigate the digital divide – extended in-

novation diffusion model 

2- Comparison of uniform and variable rate nitrogen and phosphorus fertilizer ap-

plication for grain sorghum 

3-Developing and testing an algorithm for site-specific N fertilization of winter 

oilseed rape 

4- Development of an automated slope measurement and mapping system 

5- Fossil energy usage for the production of baby leaves 
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6- Multidisciplinary studies on sustainable nitrogen fertilisation considering the po-

tential of satellite-based precision agriculture; [Multidisziplinäre Untersuchungen zur 

nachhaltigen Stickstoffdüngung unter Berücksichtigung der Möglichkeiten der satel-

litengestützten Präzisionslandwirtschaft] 

7- Smart green house for controlling & monitoring temperature, soil & humidity 

using IoT.  

At the end of the process of screening 112 articles are retained for this bibliometrics 

analysis.  

For data analysis, we use R bibliometrix package.  
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3 Results 

3.1 Historical evolution  

A summary of the key statistics regarding the final literature dataset is provided in table 

1. Research on smart agriculture economic analysis first engaged in 1995 and has been 

gradually increased with a compound annual growth rate of 2,42%. The highest pro-

duction was achieved in 2012, representing 46% (For confirmation) of the total publi-

cation Figure 2. The period of 2005; 2009 and 2012 had the highest average total at 123 

citations per publication, peaking at 138, 33 - 80,33 -   62, 67. In comparison, the highest 

average TCs per year occurred in 2012 at 138,33. 

3.2  Most influential journals  

The final literature database consisted of 64 journals with 93 publications on economic 

analysis of precision agriculture. The journal Precision agriculture, Computers and 

electronics and Field crop research have the highest number of articles accounting for 

65% of the total publications. Precision agriculture also retain their position at the top 

of the ranking for TCs with 138. Therefore, this is the dominant journal in this particular 

domain research focus area.  

 

 

 

Fig. 2.  

According to Bradford’s law, the are broadly three zones that can categorize the 

frequency of citations emanating from journals for particular research focus area. Zone 

1 represents the most influential journals as they are cited most frequently in that subject 

area and likely attract the greatest interest from researchers. Zone 2 and zone 3 represent 

the journals with the average and least citations, respectively (Abafe, Bahta and Jordan 

2022).  
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3.3  Analysis of publications by country  

Regarding the geographic distribution of published research on the use of economic 

analysis of precision agriculture; 30 countries have been involved in precision agricul-

ture economic analysis. USA (26), Australia (9), Brazil (8), Italia (7), Spain (4) and 

Danmark (3) are the only countries to have produced more than 2 publications on the 

economic analysis of precision agriculture and account for 63% of the total number of 

the publications. Only USA features consistently in the tops countries. Collaborations 

between authors have been mostly restricted to the countries in which they reside, how-

ever there are no international collaboration between authors while economic analysis 

is very important to be analyzed in smart agriculture domain.   

 

 

Fig. 3. Global publications and collaborations, where by the darker the shade of blue, the larger 

the number of publications.   
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Fig. 4.  Countries’ productions over times  

3.4  Most influential Authors and citation analysis  

Some authors have been known by the citation index. The first author, Robertson has 

written more than four articles, second by Gandorfer, Lite and Sadler known with three 

articles. For two articles, some authors are known. We have Abuzar; Best; Bullock; 

Buschermohle; Camp and Chandra.     

 

Fig. 5.  
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3.5  Analysis of keywords frequency, growth and co-occurrence 

Perceptual cart based on two axes such as relevance degree and development degree 

show the following results. The first category is relative to the most important research 

themes which are sustainable agriculture and development; crop yields; precision agri-

culture; economic analysis; soils; decision support systems; land use and human proce-

dures. The second category concerns cost benefit analysis; earnings drainage; agricul-

tural technology; technology adoption; investment; ground vehicles and pesticides. 

Through these results, we are in force to thank that agricultural and development sus-

tainability are important research theme in the literature in one hand Avolio et al. 

(2014); Lieder and Schroter-Schlaack (2021) and the agricultural technology’ cost ben-

efit analysis in second hand Ochiai (2023); [1].  

.   

 

Fig. 6. Perceptual cart  

Thematic map show important themes which take authors attention in this field.  
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Fig. 7. Thematic map 

3.6 Precision agriculture economic analysis 

The economic analysis of precision agriculture, supported by bibliometric research, 

highlights the significant potential of these technologies to increase productivity, re-

duce costs and efficiency gains, and improve environmental sustainability.  

One of the most compelling economic reasons for adopting precision agriculture is the 

reduction in input costs. Precision Agriculture technologies enable more efficient use 

of resources such as water, fertilizers, pesticides, and labor, leading to cost savings. 

Precision agriculture can lead to increased crop yields by enhancing resource manage-

ment and improving the ability to monitor crop health efficiency [2-4]; [8]. This is par-

ticularly important as the global demand for food is rising due to population growth. 

Another important economic benefit is the positive impact of precision agriculture on 

environmental sustainability, which can have indirect long-term financial benefits for 

farmers [5-7]. 

However, the adoption of PA depends on various factors, including farm size, access 

to capital, the region's technological infrastructure, and the ability to integrate new sys-

tems with existing practices [13]. 

A thorough economic analysis, based on both cost-benefit studies and ROI models, 

is essential for farmers to make informed decisions about investing in precision agri-

culture. Additionally, policy makers play a crucial role in supporting the adoption of 

these technologies through incentives, subsidies, and training programs. 

In the coming years, the economic landscape of precision agriculture will likely con-

tinue to evolve, with more focus on affordability, scalability, and the broader economic 

and environmental impact of these technologies. [7-9]. As bibliometric analysis reveals, 
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the growing body of research will further clarify how precision agriculture can be eco-

nomically integrated into diverse farming systems around the world, ultimately making 

agriculture more efficient, sustainable, and profitable [5-7]. 

4 Discussions 

Economic analysis of smart agriculture remained capital for sustainable agriculture 

[2]. Bibliometric review show that sustainability of agriculture and sustainable devel-

opment are important and need smart technologies tools for agricultural efficiency [2-

4] ; [5-7]. Many scientists are very preoccupied of agricultural effect on environment 

degradation; climate change; degradation of soil cover; destruction of natural ecosys-

tem etc. [7-9]; [5]. For [10] increasing production of crops, livestock and aquatic prod-

ucts for food security must be the objective of smart agriculture which haven’t a nega-

tive impact on environment [10-12].  For productivity and yields improvement; some 

research focused on smart farming technology adoption [13]. Economic reasons are 

main reason of smart agriculture adoption [13]. For them; adoption of smart agriculture 

in two regions (North and south) in Germany provides economic gains for both tech-

nical (sensor’ based technology and mapping based technology) for farmers; however 

they don’t find the neighboring farmers adopted the technologies [13]; [14].  

5 Conclusion  

In conclusion; this bibliometric analysis illuminates the dynamic evolution of smart 

agriculture economics analysis. Since smart agriculture is known as important for farm-

land efficiency; it was become an obligation to examine his economic contribution 

Ochiai (2023) [1]. This bibliometric analysis sheet the light on what is known and what 

is to be known for scientific aspect. The economic contribution of smart agriculture is 

very important because smallholder struggle for their subsistence, they have little re-

sources to face Smart Farming Technologies charges such as drone acquisition as soon 

as its’ utility is recognized by researchers and agrobusiness actors. As we can imagine 

smart agriculture need collaboration of scientists, agrobusiness men and government to 

overcome smart agriculture’ obstacles Ochiai [1]. 
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